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Abstract: Even though face recognition is one of the most studied pattern recognition problems, most existing solutions still lack
efficiency and high speed. Here, the authors present a new framework for face recognition which is efficient, fast, and robust
against variations of illumination, expression, and pose. For feature extraction, the authors propose extracting Gabor features in
order to be resilient to variations in illumination, facial expressions, and pose. In contrast to the related literature, the authors
then apply supervised locality-preserving projections (SLPP) with heat kernel weights. The authors’ feature extraction approach
achieves a higher recognition rate compared to both traditional unsupervised LPP and SLPP with constant weights. For
classification, the authors use the recently proposed sparse representation-based classification (SRC). However, instead of
performing SRC using the computationally expensive ¢, minimisation, the authors propose performing SRC using fast matching
pursuit, which considerably improves the classification performance. The authors’ proposed framework achieves ~99%

recognition rate using four benchmark face databases, significantly faster than related frameworks.

1 Introduction

Face recognition has been one of the most studied pattern
recognition problems over the last few decades. The face
recognition problem can be stated as follows: given still or video
images of a scene, it is required to identify a person using a
database of face images. Compared to other biometric features,
face recognition is natural, non-intrusive, and can be performed
using images taken at a distance [1]. Face recognition is applied in
many areas including security, access control, and surveillance.

While humans are capable of performing face recognition
effectively for a vast number of subjects, automatic face
recognition suffers from many difficulties. First of all, the
dimensions of the face images are large. Furthermore, there may be
variations of face images due to illumination, pose variation, and
facial expressions. The presence of occlusion may pose more
difficulty.

The face recognition problem involves two tasks: feature
extraction and classification. Since human face images are
typically high dimensional, dimensionality reduction techniques
are usually associated with feature extraction [2]. A face image of
size 256 X 256 can be considered as a point in 65,536-dimensional
space. However, since face images are similar in the overall
structure, they do not randomly occupy the whole image space, and
can be described by a much lower dimensional subspace [3].
Therefore, dimensionality reduction techniques have been
employed in most face recognition algorithms, which does not only
result in complexity reduction, but also improves classification [2].
Among the most commonly used dimensionality reduction
techniques are the principal component analysis (PCA) [3], Fisher's
linear discriminant (FLD) [4], and locality-preserving projections
(LPP) [S]. While PCA preserves the global structure of the image
space, and FLD preserves the discriminating information, they fail
to discover the underlying structure if the face images lie on a non-
linear submanifold hidden in the image space [6]. LPP preserves
local neighbourhood information resulting in closer projections for
closer images. However, unsupervised LPP is mostly used, which
ignores information about classes, and therefore, the recognition
rates are not high. Although it is possible to apply dimensionality
reduction directly to the pixels of the face images as in many
existing frameworks, it has been shown that the application of such
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techniques to Gabor features, extracted from the images, results in
a significant improvement in classification problems [7].

After the feature extraction stage comes the classification stage.
Various classification techniques have been employed, including
nearest neighbour, nearest subspace, support vector machines, and
neural networks. Recently, a classification method termed sparse
representation-based classification (SRC) [8] has been developed
based on compressed sensing (CS) [9, 10], and shown to
outperform other related classification techniques. CS is a sampling
technique that is capable of reconstructing sparse (or compressible)
signals from samples collected at a much lower rate than the
Nyquist rate. The idea of SRC, and its recent improvements [11,
12], is based on representing the sample to be classified as a linear
combination of the training samples. Such representation results in
a sparse vector, since only components corresponding to the same
class are significant. In order to obtain such sparse vector, CS
recovery techniques are utilised. Traditionally, #; minimisation is
utilised. However, it is computationally expensive and not suitable
for most real-time applications. Therefore, other algorithms have
been proposed to reduce its complexity without affecting the
accuracy. Among the utilised algorithms are fast #, algorithms,
such as the homotopy method [13], and greedy recovery
algorithms, such as orthogonal matching pursuit (OMP) [14],
which show some improvement in complexity.

In this paper, we propose a robust and efficient face recognition
framework to (i) tackle the inefficient feature extraction resulting
from either applying dimensionality reduction techniques that are
incapable of non-linear manifold learning or applying
dimensionality reduction directly to the image pixels, and (ii)
significantly reduce the high complexity and long reconstruction
times of CS-based classification in order to suite real-time
applications. First of all, we extract Gabor features from face
images. Gabor feature extraction improves the recognition
performance and the robustness to variations of illumination,
expression, and pose. Then, we apply supervised locality-
preserving projections (SLPP) for dimensionality reduction, in
contrast to most related frameworks that use unsupervised LPP. In
contrast to [15] which uses simple-minded constant weights, we
use heat kernel weights for the SLPP, which improves the learning
process, and accordingly, improves the recognition rate. For
classification, we apply SRC previously proposed in [8]. In
contrast to [8], which uses £, minimisation for CS recovery, we
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propose applying our fast matching pursuit (FMP) algorithm [16].
This results in very efficient, fast, and accurate recognition,
suitable for real-time applications, compared to other recovery
algorithms.

The rest of the paper is organised as follows. Section 2
discusses the related literature. We present the feature extraction
stage of our framework in Section 3 and the classification stage in
Section 4. We present the simulation results in Section 5 and
conclude in Section 6.

2 Related work

We briefly discuss the most relevant related face recognition
approaches. The Eigenface algorithm [3] applies PCA to the face
recognition problem. While PCA aims for good representation of
data regardless of classes, FLD aims for the best classification as in
the Fisherface algorithm [4]. However, PCA and FLD fail to
discover the underlying structure if the face images lie on a non-
linear submanifold hidden in the image space [6]. Laplacianfaces
utilise LPP to preserve the local structure of the image space. The
manifold structure is modelled by an adjacency graph which
describes the local structure of the image space [6]. Multi-
dimensional orthogonal transformations have also been used to
reduce the implementation complexity [17, 18].

The aforementioned algorithms apply dimensionality reduction
directly to the pixels of a face image. However, it has been shown
that the application of such techniques to Gabor features extracted
from the image results in a significant improvement in
classification problems. Such features are motivated by receptive
fields of simple cells in the primary visual cortex [19, 20]. Gabor
features are also robust to variations of illumination, expression,
and pose [7]. Gabor features are used with PCA in [21], with
enhanced FLD in [22], and with LPP in [23]. Supervised LPP is
applied to Gabor features in [15]. However, it uses simple-minded
constant weights for the neighbourhood graph, which ignore the
information about distances between samples of the same class.
Therefore, they do not improve the recognition rate.

For classification, the traditional nearest-neighbour classifier is
utilised in all of the previous algorithms. In [8], SRC is proposed
based on CS, resulting in an improved recognition rate. SRC
utilises CS recovery techniques for classification. In [8], 7,
minimisation using primal-dual algorithm [24] is utilised for CS
recovery. Such algorithm is computationally expensive and is
reported to take a few seconds per test image in the same work.
Also, homotopy algorithms [13] are mentioned in the same work as
a faster alternative without providing simulation results.
Dimensionality reduction is applied directly to image pixels
without extracting Gabor features.

Various face recognition frameworks have been developed in
the literature aiming to improve the basic SRC algorithm. For
instance, the superposed SRC (SSRC) algorithm was proposed in
[11]. SSRC uses two dictionaries. The first dictionary is used for
the class centroids, while the second dictionary is used to represent
the sample-to-centroid differences. Likewise, the semi-supervised
sparse representation-based classification (S3RC) uses two
dictionaries to represent faces [12]. The first dictionary consists of
the training samples of each person. The second is a variation
dictionary representing linear nuisance variables such as lighting
and accessories. A Gaussian mixture model is then used for
prototype face estimation. However, such frameworks suffer from
common drawbacks. Namely, dimensionality reduction is
performed using PCA. No Gabor features are extracted. Moreover,
¢, minimisation is used for CS reconstruction using homotopy.
Such drawbacks result in a reduced recognition accuracy and
increased time.

Aiming to reduce the computational complexity of 7,
minimisation techniques, OMP [14] has been used [25]. However,
this comes at the expense of a reduced reconstruction accuracy.
Furthermore, the fact that OMP performs one selection per
iteration results in a large number of iterations, and consequently,
large time compared to the FMP algorithm which we use in this

paper.
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It is worth mentioning that other classification approaches have
been used in the literature such as nuclear norm-based matrix
regression [26, 27] and contour-based binary descriptors [28]. Such
classification approaches achieve recognition rates higher than
SRC. However, their execution time, despite being faster in SRC,
is still a challenging constraint that limits their use in real-life
applications [26].

We conclude that the main challenges that face existing works
are: (i) the use of dimensionality reduction techniques that are
incapable of non-linear manifold learning or the application of
dimensionality reduction directly to the image pixels, which
significantly reduces the efficiency of feature extraction. (ii) The
adoption of computationally complex approaches (such as the ¢,
minimisation used in CS-based classification and nuclear norm-
based matrix regression) that result in long execution times, which
make such approaches not suitable for real-time applications.
These challenges motivate the proposed face recognition
framework as described in the next section.

3 Feature extraction of the proposed framework

In this paper, we present a fast and efficient framework for face
recognition using CS. The proposed dual-stage framework is
composed of a feature extraction stage followed by a classification
stage as in related approaches. In this section, we describe the
feature extraction stage of the proposed framework. First, Gabor
features are extracted from face images, and the resulting features
are augmented into a column vector. The use of Gabor features
increases the overall accuracy due to its immunity to variations
under which the images were taken. Next, SLPP using heat kernel
is applied to the resulting vectors. Our proposed feature extraction
approach achieves higher recognition rates compared to existing
approaches that either use traditional unsupervised LPP or use
SLPP with constant weights.

3.1 Gabor features

Among the major challenges in the face recognition problem are
the wvariations in illumination, facial expressions, and poses.
Attempting to overcome such challenges, it was found that local
features in face images are more robust against such variations [7].
A spatial-frequency analysis was found to be desirable to extract
such features. It is known that wavelet analysis provides good
space-frequency localisation. In particular, Gabor functions provide
the optimised resolution in both the spatial and frequency domains
[20, 29]. Therefore, Gabor wavelets are proposed to be the optimal
basis for extracting local features for pattern recognition [7]. This
is due to the fact that the shapes of Gabor functions are similar to
the receptive fields of simple cells in the primary visual cortex.

For a two-dimensional greyscale image, the Gabor features are
the magnitudes of the two-dimensional convolution of the image
with the family of Gabor wavelets. Gabor features are then
downsampled by a factor p to reduce the space dimension, and
normalised to zero mean and unit variance [22]. Subsequently, the
resultant convolution with each wavelet is converted into a single
column vector by augmenting the columns of the image, and the
resultant columns themselves are then augmented into a single
column vector which represents the Gabor features of the input
image.

3.2 Supervised locality-preserving projections

Following the extraction of Gabor features, dimensionality
reduction is applied. While Wright er al. [8] suggest that any
dimensionality reduction technique, even multiplication by a
random matrix, would result in high recognition rate, given that a
sufficient number of features is used, we suggest that it is better to
select dimensionality reduction techniques that require the least
number of features for the same recognition rate, or alternatively,
those that achieve the highest recognition rate for the same number
of features. Using fewer number of features results in faster
recognition, and consequently results in a more efficient algorithm
as we shall demonstrate using simulations.
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Input: A matrix of training samples
A=Ay, Ay, ..., Ap] € RO
for nc classes, a test sample y € R,
1. Normalize the columns of A to have unit £5-norm.
2. Solve y = Ax using FMP (given in the following section).
3. Compute the residuals
ri(y) = |y — Ad;(%)l|2
fori=1,..., nc, where §;(x) is a new vector whose only
nonzero entries are the entries in X corresponding to class i.
Output: Identity(y) = argminr;(y)

7

Fig. 1 Algorithm 1: Sparse representation-based classification (SRC)

3.2.1 Manifold learning: Manifold learning techniques preserve
the local structure of the face space [6]. In other words, points that
are closer in the higher-dimensional face space are mapped to
closer points in the low-dimensional space, and vice versa. A
manifold is a subset of a Euclidean space R" that is locally
Euclidean of dimension m < n. For example, a curve drawn on a
piece of paper belongs to R’ however, locally, it is like a line
belonging to R', therefore, it is a one-dimensional manifold. It was
proposed that variations in face images of a single person, due to
different poses and expressions, lie on a non-linear submanifold of
the face space [30, 31].

Our framework uses SLPP for manifold learning. Contrary to
most algorithms that use the traditional unsupervised LPP, we use
supervised LPP, which takes classes of samples in account when
forming the graph. Furthermore, we use a heat kernel for weights
to improve the learning process, which in turn improves the
recognition rate.

The manifold structure is modelled by a graph which describes
the local structure of the image space [6]. Each training sample is
represented by a vertex in the graph. For traditional unsupervised
LPP, a nearest neighbour graph is used, where two vertices are
connected if either one lies in the k nearest neighbours of the other.
For supervised LPP, two vertices are connected if they belong to
the same class. This improves the classification ability of the
projection. Furthermore, we use the heat kernels for graph weights,
where the weight of the edge connecting the vertices x; and x; is

e Nxi-xj 1t [32], where r € R determines the rate of decay.
Therefore, the weights of the edges of the graph are given by:

R PP
e” 14i=% "/t 4f x; and x; belongtothesameclass

Sij= )

0 otherwise

Using such weights, we proceed as in the Laplacianface algorithm
[6] to perform dimensionality reduction.

4 FMP-based classification

In this section, we describe the classification stage of our proposed
framework. We use the SRC algorithm proposed in [8]. However,
instead of using ¢, minimisation for CS recovery, we use our FMP
algorithm. This results in a significant speedup with very close
recognition rate. SRC is based on the theory of CS. We first review
CS, then SRC. Finally, we show how to apply FMP for
classification.

4.1 CS preliminaries

Consider a sparse signal x € R", of sparsity k. A measurement
system that acquires m linear measurements, where m < n, can be
represented as

y =, 2

where @ € R"*" is the sensing or measurement matrix, and
y € R™ the measurement vector or the samples. The original signal
x can be recovered from the measurement vector y, provided that
the sensing matrix satisfies the restricted isometry property [33].
This applies to matrices of entries that are independent and

IET Image Process., 2018, Vol. 12 Iss. 10, pp. 1807-1814
© The Institution of Engineering and Technology 2018

identically distributed and follow a Gaussian, Bernoulli, or sub-
Gaussian distribution with high probability. Donoho [10] originally
suggested using ¢, minimisation to reconstruct the sparse signal as
follows:

X =argmin | z ||, subjectto y = ®z 3)
z

4.2 SRC overview

Based on the CS theory, SRC was proposed and found to achieve
better recognition rates compared to traditional classifiers such as
nearest neighbour [8]. Here, we review the SRC algorithm.

Suppose a training set contains samples from nc subjects, and a
test sample y is to be classified. Assume that the test sample can be
approximately represented by a linear combination of training
samples associated with the corresponding subject. Now let A; be a
matrix whose columns are the training samples of subject i.
Construct the augmented matrix A as:

A= [AhAz, "'sAnC] (4)

Assume that the vector x contains the weights required to form the
test sample y from the training samples. Therefore, y can be
expressed as

y=Ax=[A}, Ay, -, Aylx (5)

The vector x contains larger-magnitude components at indices
corresponding to the subject that the test sample belongs to, and
very small or zero components at other indices. Therefore, the
vector x is sparse and can be reconstructed using CS techniques.
Let the reconstructed vector be x. Then, y is reconstructed from
linear combinations of the columns of A using indices of x
associated with each subject individually. The sample is then
classified as belonging to the subject corresponding to the least
reconstruction error (see Fig. 1).

4.3 Proposed FMP

FMP is a fast and accurate recovery algorithm for CS that is
suitable for operation with data of larger sizes. In order to identify
the support of the sparse signal x (its non-zero indices), FMP
correlates y with the columns of the sensing matrix. In this
algorithm, the sensing matrix @ will be taken as the matrix A
given by (4). This contrasts with [16] in which we applied the FMP
concepts to reconstruct a wideband frequency spectrum from time
domain samples for cognitive radio applications. The FMP
algorithm then iteratively identifies the support of the sparse signal
by adaptively selecting elements from a reduced set of the
correlation values. The signal is then estimated based on this
support, through least square minimisation. In FMP, least square
minimisation is performed iteratively avoiding large matrix
inversion, which results in significant complexity reduction.
Instead of forming the pseudo-inverse required for least square
minimisation directly with matrix inversion, FMP calculates it in
each iteration from data in the previous iteration. FMP then prunes
the signal estimate to exclude the incorrectly selected elements.
Then a residual is calculated and the aforementioned steps are
repeated until a stopping condition is met. FMP is summarised in
Algorithm 2 (see Fig. 2) and its components are explained in what
follows.

4.3.1 Support identification: Selection in the FMP algorithm is
based on a double-thresholding technique [34]. This selection
strategy adaptively selects elements from a reduced set of the
correlation vector. First, the elements from which we perform
selection are reduced to a set containing the top magnitude
elements (using a certain threshold f). Then, elements of larger
magnitude than a fraction 0 < a < 1 of the maximum element are
selected from the reduced set, and their indices are added to the
support set. Properly selecting a and £ leads to the selection of an
optimum number of elements per iteration. Using exhaustive
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Input: Sensing matrix & (matrix containing training samples),
measurement vector y (sample to be classified), sparsity k (number
of samples per class), parameters a and 3.
Initialise: 2% = 0,70 = g, 701 = 0.
for i = 1;i := i+ 1 until the stopping criterion is met do
gl!l <~ ®*rli=1 {Form signal proxy}
J < Lpg(g") {Indices of Bk largest magnitude elements in g}
W+ {j: gjm > o max l\!}l[l]\,j € J} {indices of elements in J

larger than or equal to & max l\glm I}

U < W\ T {Indices of newly added atoms not previously identified}
T « (T U) {Support merging}
if i==1 then
E — (/®y)~!
&« Ed}
else
if D — CA™'B|==0
U+ U, {if S=D — CA'B is singular, only use the first
element in U}
end if
Q< oy . r o
A '« E, B« ®Q,C+Q"®r, D+ Q"Q
S« D-CA'B
. (A+A'BS'cAT —AT'BS™!
-§7'cA™! e
o« E®T
end if
b|r <—<I>TTy, b|pe < 0 {Signal estimation}
&" « H(b) {Prune approximation}
V < T\ Ly(b) {Pruned indices}
if [V| > 0 then
T «+ T\ V {Update support set by removing pruned indices}
R + ®y {Columns to be pruned}
t < |T|, v + |V| {Cardinality of sets T and V' }
Af,—th—ﬂ Bﬁ—uxv
Cuxt—v  Doxo
S+ D-CA'B
Ny« A '+ A'Bs'cA™,
Ny« —-8S71CA™!, Ny + 8§71
E <+ Ny — leN;ZINZl {Update E removing pruned columns}
end if )
r « y — @& {Update residual}
end for
Output: Sparse representation &

) (= (@3e,) )

<+ FE {Partition F into four matrices}

Ny, +— —A"'BS™!,

Fig. 2 Algorithm 2: Fast matching pursuit

simulation of @ and g values, we found that moderate values of
both a €[0.5,0.7] and p €[0.15,0.75] result in the best
performance because the number of selected elements per iteration
becomes neither too large nor too small. Furthermore, the
simulation results indicated that the algorithm performance is not
sensitive to the specific @ and f# values as long as they are in the
aforementioned optimum range. More details regarding the values
of a and f are available in [35].

4.3.2 Signal estimation: Based on the identified support set, a
signal estimate x is obtained through least square minimisation. Let
®; denote a matrix containing the columns of the sensing matrix at
indices from the identified support set in the ith iteration. Least
square minimisation is typically performed by multiplication by the
pseudo-inverse of ®;, given by @] = (®;®,)"'®;. However, in
FMP, we avoid performing the matrix inversion. Instead, we obtain
@] using (<I),T_ \@;_ )" from the previous iteration. This is done in
two steps. First, the inverse from the previous iteration is updated
by adding the newly selected columns to the matrix @;_,. Then,
after pruning, it is updated by removing the pruned columns.

Let Q be a matrix containing the newly added columns.
Augmenting the matrix ®;_, with Q, we have:

®; = (P:-.Q0) (6)

Applying the Schur—Banachiewicz inverse formula [36] to
iteratively obtain ((I)iT(I),-)'] without inverting the matrix (IJI»TCD,-.
Thus, we obtain

A"'+A'BS'CA™' —A'BS”'

(@/®) ' =
-S'cAa™ S

(N
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where A =® ®;_,B=®_,0.C=0"®,_,D=0"Q. The
Schur complement, S =D — CA™'B, is a matrix of dimensions
equal to the number of added columns, which is typically small.
Matrix inversion is performed only in the first iteration to obtain
(@D

4.3.3 Pruning: The estimated signal is pruned, keeping only the
top k& magnitude components of the estimated signal and setting the
rest to zero. Thus, the support set is updated by removing the
elements with the least contribution to the estimated signal. This
improves the reconstruction accuracy and speed. The inverse
(®]®,)" is then updated removing the columns corresponding to
the pruned elements. Let us denote the sensing matrix in the ith
iteration after removing the pruned columns by ®;,,s, and the
matrix consisting of the columns to be pruned by R, which are to
removed from ®; to obtain ®;,,. The matrix ®; can be expressed
as

D; = (D105 R) ®)

The inverse (<I>,-T<I),-)’1 is performed using the Schur—Banachiewicz
inverse formula as in the previous step, but this time in the reverse
manner. The inverse of a smaller matrix is obtained using the
inverse of a larger matrix. We have the inverse of a matrix

M =€I),-T<I>L- and we want to obtain the inverse of a matrix
A =®], ;@5 such that ®; = (P, o5 R). Let us define the
matrix N as follows:

-1

T T
(I)i + O.S(I)i +0.5 (I)i + O.SR

N=M'=@®) " =| T
R'®:..s  R'R

©

Taking A= (I);l:ro.s(bno.s, B = q);'rJro.sR, C= RT(I)['+O.S, and
D = R"R, we have:
A B\' (N, N
N = _ 11 12 (10)
C D Ny Ny,
where
Ny=A"+A"'BS'CA"'N,= —A"'BS"',N,,= -§'cA™",,
Nyp=8"
from which we can obtain A™" as:
A7 = (@009 = Ny — NoNi' Ny, (11)

4.3.4 Residual calculation: A residual is then calculated by
subtracting the contribution of the estimated signal after pruning
from y. The residual is given by r = y — ®x.

We summarise the proposed algorithm in Algorithm 2 (see Fig.
2). The operator L;( - ) returns the index set of the k largest absolute
values of the elements of its argument vector. The hard
thresholding operator H( -) retains only the & elements with the
largest absolute values and sets the rest to zero.

5 Experimental evaluation

First, we introduce the databases used. Then, we describe the
simulation set-up. Finally, we present the simulation results.

5.1 Used databases

We use the following four databases for our performance
evaluation. In what follows, we briefly highlight the characteristics
of the images included in each database. No illumination correction
is performed to any of the used databases.

5.1.1 AR face database: The AR face database [37] contains
over 4000 coloured images corresponding to 126 people's faces.
No restrictions on wear (clothes, glasses etc.), make-up, hair style
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Fig. 3 Recognition rate and time compared to the basic algorithms
(a) Recognition rate, () Recognition time

etc. were imposed to participants. We used the subset developed in
[38] which contain the images of 100 persons (50 men and 50
women), with 26 images per subject. The images of this subset are
cropped to 120 X 165 pixels and then converted to greyscale and
resized to 128 x 128 pixels [38].

5.1.2 Extended Yale face database B: Extended Yale face
database B [39] contains facial images of 38 persons, with 64
images per person under varying pose and illumination. The
images included in this database are cropped to 168 X 192 pixels.

5.1.3 ORL database: This database contains 10 different images
of each of 40 persons. For some subjects, the images were taken at
different times, varying the lighting, facial expressions, with or
without glasses. The ORL database images are of size 92 x 112
pixels.

5.1.4 CAS-PEAL-R1 database: CAS-PEAL-R1 face database
consists of 30,900 images of 1040 subjects. Face images have
different variations, including pose, expression, accessories, and
lighting. We use a subset of containing images of 100 persons, with
14 images per subject. The images included in this database are
cropped to 190 X 290 pixels.

5.2 Simulation set-up

We adopted the widely used cross-validation approach for
performance evaluation. However, the image set is divided into ten
subsets in typical 10-fold cross-validation: nine subsets are used for
training and one subset is used for testing. This implies that few
images are used for testing which is not the case in real-life
scenarios. Therefore, we used one half of the images that are
randomly selected for training in each iteration, and the other half
is used for testing. This implies that the training set contains a
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reasonable number of images, and at the same time, enough testing
images are available. The presented results are averaged over ten
iterations. Gabor wavelets of five scales and eight orientations are
used. The features are then downsampled by a factor p = 64.
Dimensionality reduction is applied to the resultant features and
then classification is performed using the SRC algorithm. For FMP,
we take @ = 0.7 and g = 0.25, even though the FMP accuracy is
insensitive to the a and f values [35]. For the homotopy algorithm,
we follow Yang et al. [40]. In our experiments, we implemented
the proposed framework and the benchmark approaches using
Matlab running on a computer with a 64-bit Intel® Pentium® 2.8
GHz processor with 6 GB RAM.

5.3 Simulation results

In this section, we present detailed simulation results using the AR
face database and brief results using other databases. Our proposed
algorithm has three main components: (i) Gabor feature extraction,
(i) SLPP for dimensionality reduction, and (iii) FMP for SRC.
First, we compare the overall performance of our algorithm against
other related algorithms. Then, we evaluate the performance of
each component of our algorithm by comparing it to corresponding
components in the related algorithms. In doing so, we perform
three sets of experiments. We fix two stages and compare the third
stage against related approaches. First, we test SRC using FMP
against other CS reconstruction techniques. Then, we test the
dimensionality reduction using SLPP against other techniques.
Then, we evaluate the benefit from using Gabor features. We also
present brief simulation results using other databases. Finally, we
compare the overall performance of our framework against other
frameworks that are improvements to the basic SRC algorithm.

5.3.1 Comparison with basic algorithms: We compare our
proposed algorithm against the related algorithms proposed in [8,
25]. In [8], various features were extracted from face images. The
best recognition rates were obtained for Laplacianfaces and
randomfaces (random projections). For classification, SRC was
proposed, and ¢, minimisation was used for CS recovery. On the
other hand, Vo et al. [25] used randomfaces as features, and used
OMP for CS recovery in SRC. In both algorithms, dimensionality
reduction was directly applied to the image pixels without taking
Gabor features.

Fig. 3 depicts the recognition rate and the SRC reconstruction
time. As expected, as the feature dimension increases, the
recognition rate improves, while the reconstruction time increases.
Our algorithm achieves the highest recognition rate of ~99.45% at
100 features taking the lowest time of ~10 ms. Laplacianfaces with
¢, minimisation [8] yields significantly less recognition rate of
95.35% at 300 features taking 380 ms. Increasing the feature
dimension beyond 300 shows little improvement. Randomfaces
with OMP [25] results in a recognition rate of 88.22% at 450
features taking 70 ms.

5.3.2 Comparison of CS recovery techniques used for
SRC: Next, we compare each component of our algorithm
separately against corresponding components in other algorithms.
We show the benefit of using FMP for classification based on
sparse representation. We present the results of £, minimisation
(using homotopy), OMP, and FMP. We plot the recognition rate
and time versus the number of features used. It is reported in [8]
that £, minimisation using primal-dual algorithm takes a few
seconds per image, which is consistent with our simulations.
Wright et al. [8] also suggest that homotopy may be used for faster
operation. Our simulations show that both achieve very close
recognition rates; therefore, we only present the results of
homotopy algorithm which is more efficient.

We use our proposed heat kernel SLPP applied to Gabor
features, and perform SRC using different CS reconstruction
algorithms. Fig. 4 illustrates the recognition rate and time against
the number of features used. All reconstruction algorithms achieve
very high and very close recognition rates that exceed 99%, due to
the use of Gabor features together with SLPP. Specifically, at a
feature dimension of 100, the reconstruction rate is ~99.4%.
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Fig. 4 Recognition rate and time using different CS recovery algorithms
(a) Recognition rate, () Recognition time

However, using FMP takes the least reconstruction time of ~0.01 s
at 100 features, compared to 0.02 s for OMP, and 0.22 for #,. It can
be seen that as the dimension increases, the reconstruction time
increases rapidly for £, minimisation, which reaches ~0.5 s for 500
features. OMP takes 0.08 s, while FMP takes 0.04 s at that point.
This shows that FMP is capable of accurate reconstruction,
considerably faster than other algorithms.

5.3.3 Comparison of dimensionality reduction techniques: We
next compare the performance of different dimensionality
reduction techniques. Fig. 5 depicts the recognition rate and time
using different dimensionality reduction techniques applied to
Gabor features. SRC algorithm is used for classification, applying
FMP. SLPP achieves the highest recognition rate of 99.4% using
100 features. Next comes FLD, LPP, PCA, and finally random
projections [8]. While it is possible to increase the dimension to
obtain higher recognition rates for other dimensionality reduction
techniques as argued in [8], this comes at the expense of increased
reconstruction time. At 100 features, SLPP takes ~0.01s to
achieve a recognition rate 99.4%. Random projections take ~0.05 s
achieving a recognition rate of 97.4% at 500 features. Therefore,
SLPP achieves better recognition rates using smaller number of
features, less reconstruction time, compared to other techniques.
While increasing the number of features increases the recognition
rate for other techniques, this comes at the expense of increased
reconstruction time. It is noted that FLD uses a maximum of 99
features, which is one less than the number of classes.

5.3.4 Effect of Gabor features: In the following experiment, we
demonstrate the benefit from using Gabor features. While the AR
database contains images with large variations in pose,
illumination, and occlusion, our proposed framework achieves
>99% recognition rate as illustrated in Fig. 5. We now repeat the
comparison of different dimensionality reduction techniques
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applied directly to the image pixels without extracting Gabor
features. As can be seen in Fig. 6, the reconstruction rates decrease
significantly. A maximum recognition rate of ~92.5% is obtained
through SLPP at 500 features. This takes ~0.047 s.

5.3.5 Other databases: In this section, we present the results of
our simulations using the extended Yale database, the ORL AT&T,
and the CAS-PEAL-R1 databases. We only show the feature
dimensions that correspond to the highest recognition rates
obtained for each technique, or after which the improvement in
recognition rate becomes insignificant. We also add data from our
simulations of the AR database corresponding to the above figures.
Table 1 compares different CS recovery techniques used for SRC,
using SLPP applied to Gabor features. Our proposed framework
achieves higher recognition rates at significantly lower times using
all the databases that we used for performance evaluation.

5.3.6 Comparison with recent SRC improvements: In all of
the above experiments, we evaluated the contributions of the
individual components of the proposed framework (Gabor feature
extraction, SLPP, and FMP) in the overall performance. In this
experiment, we compare the overall performance of our SRC-based
framework against two recent improvements of the basic SRC
algorithm, namely, the SSRC [11] and the semi-supervised SRC
(S3RC) [12]. We only consider the AR face database and the more
challenging CAS-PEAL-R1 database. Fig. 7 illustrates the
recognition rate and time using the CAS-PEAL-R1 database. Our
proposed framework results in a significant improvement in the
recognition rate compared to the two improved SRC frameworks.
This is due to our feature selection that is based on Gabor and
SLPP using heat kernel. Furthermore, our algorithm achieves a
significant speed-up compared to the other algorithms. This is due
to the use of the fast and efficient FMP algorithm, in contrast to the
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Table 1 Summary of best feature dimensions, recognition
rate, and reconstruction times

Database Rec. Algo. Features Rec., % Time, ms
AR LPP +#; min 200 94.38 317
Rand + OMP 300 86.1 52
Gabor+SLPP+FMP 100 99.45 10
Ext. Yale LPP +#; min 200 93.45 732
Rand + OMP 250 95.14 118
Gabor + SLPP + FMP 50 98.9 16
ORL LPP +#; min 100 93.45 136
Rand + OMP 150 88.7 2
Gabor + SLPP + FMP 920 99.3 2
CAS-PEAL-R1 LPP + ¢, min 300 81.03 333.2
Rand + OMP 200 72.33 23.3
Gabor+SLPP+FMP 130 98.68 6

other #,-based algorithms such as homotopy. Table 2 summarises
our experiments on the AR and CAS-PEAL-R1 databases, given
the best feature dimension, and the corresponding recognition rate
and time. Again, our algorithm achieves significant improvement
in both the reconstruction rate and time.

6 Conclusion

In this paper, we have presented a CS-based framework for
efficient, yet fast, face recognition. The feature extraction
component of the framework extracts Gabor features and then
applies SLPP with heat kernel. This provides robustness against
many sorts of variations in face images. For classification, the
proposed framework uses FMP for SRC. This significantly
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Table 2 Summary of best feature dimensions, recognition
rate, and reconstruction times against recent SRC variations

Database Rec. Algo. Features Rec., % Time, ms
AR SSRC [11] 300 98.04 2718
S3RC [12] 200 9245 3665
Gabor + SLPP + FMP 100 99.45 10
CAS-PEAL-R1 SSRC [11] 300 86.10 3974
S3RC [12] 200 77.95 4562
Gabor + SLPP + FMP 130 98.68 6

improves the speed and efficiency of our framework compared to
other SRC schemes.

Simulation results have shown that the proposed framework
achieves a recognition rate of almost 99% using four benchmark
face databases, significantly faster than other frameworks. We also
compared each component of our framework to other related
components in order to assess the contribution of each component
in the overall performance. FMP achieves a significant speedup
compared to other CS recovery algorithms, including ¢,
minimisation and OMP. The extraction of Gabor features
significantly improves the recognition rate. SLPP with heat kernel
achieves the best recognition rate compared to other dimensionality
reduction techniques. Compared to other frameworks that are based
on the SRC algorithm, we have shown that our framework shows
significant improvements in the recognition rate and time.
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