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ABSTRACT

On-chip thermal  analysis  calculates  and reports  thermal  gradients  or  variations  in 

operating temperature across a design. This analysis is increasingly important for the 

advanced digital integrated circuits (ICs). At today’s 65nm and 45nm technologies, 

adding cores to CPU chip increases its power density and leads to thermal throttling. 

Advanced control  techniques give a solution to the central  processing unit  (CPU) 

thermal  throttling  problem.  The  air  cooling  limitations  is  affecting  the  portable 

devices. Advanced control techniques offer solutions for the CPU dynamic thermal 

management  (DTM).  This  thesis  objective  is  to  minimize thermal  CPU throttling 

effect and ensure stable CPU utilization using fuzzy logic control. The thesis focuses 

on  the  design  of  a  DTM controller  based  on  fuzzy  logic  control.  This  approach 

reduces the problem design time as it is independent of the CPU chip and its cooling 

system transfer functions. Towards this objective, a thermal model similar to a real 

IBM CPU chip containing 8 cores is  built.  This  thermal model is  integrated to a 

semiconductor  thermal  simulator.  The  open  loop  response  of  the  CPU  chip  is 

extracted. This CPU chip thermal profile illustrates the CPU thermal throttling. The 

proposed DTM controller design is based on 3D fuzzy logic. There are many cores 

within CPU chip, each of them is a heat source. The correlation between these cores 

temperatures and their operating frequencies improves the DTM response. The 3D 

fuzzy controller takes into consideration these correlations. The traditional 2D fuzzy 

suffers  from  the  rule  explosion  phenomena.  The  thesis  introduces  a  new  DTM 

technique called “Thermal Spare Core” algorithm (TSC). Thermal Spare Core (TSC) 

is a completely new DTM algorithm. The thermal spare cores (TSC) is based on the 

reservation of cores during low CPU utilization and activate them during thermal 

crises.  The  reservation  of  some  cores  as  (TSC)  doesn’t  impact  CPU  over  all 

utilization.  These  cores  are  not  activate  simultaneously  due  to  limitations.  The 

semiconductor technology permits more cores to be added to CPU chip. That means 

there is no chip area wasting in case of TSC. The TSC is a solution of the Multi-Core 

CPU thermal throttling problem. 
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Chapter 1 

Introduction

1.1 Motivation

We live in a computer controlled epoch. We do not even realize how often our 

lives  depend  on  machines  and  their  programming.  For  example,  mobile 

handsets, portable electronic devices, laptops, medical instruments, and many 

other devices all depend on digital processors in our everyday lives. There is 

no doubt that the size and the weight of these portable equipments is affecting 

their utilization. Unfortunately, there are many factors affecting the portability 

of electronic systems. The power consumption is affecting battery. Efficient 

cooling of portable electronic devices is becoming a problem due to air cooling 

limitations.
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Other electronic devices cooling techniques like liquid cooling; but it is not 

valid for portable devices.  The semiconductor technology is permitting higher 

speed and smaller size devices. Increasing the central-processing unit (CPU) 

speed of portable devices is limited by the air cooling capacity [1]. The CPU 

reaches  the  maximum  allowed  temperature  frequently.  The  CPU  cooling 

system is unable to reduce the temperature to the safe limits. It is mandatory to 

reduce the CPU operating frequency to avoid the chip hardware damage. This 

phenomenon is “the CPU thermal throttling” [2]. On-chip thermal analysis is 

becoming mandatory. The advanced control techniques can give a solution to 

the CPU thermal throttling problem. On-chip thermal analysis calculates and 

reports  thermal  gradients  or  variations  in  operating  temperature  across  a 

design.  This  analysis  is  increasingly  important  for  the  advanced  digital 

integrated  circuits  (ICs)  created  at  today’s  65nm and  45nm technologies. 

Increasing  power  density,  multi-function  designs,  and the  use  of  advanced 

low-power  design  techniques  all  lead  to  increased  on-chip  temperature 

gradients [3]. 

On-chip temperature gradient is a design challenge. Many technology factors 

affect the chip temperature gradients. In terms of the technology factors, power 

density (power per unit area) is increasing with each new technology node [4]. 

After  all,  smaller geometries  enable  more functionality  to  be  fit  within the 

same area of a die. This aspect enables design teams to commit to larger and 

larger  designs.  At  the  same time,  it  significantly  increases  heat  generation, 

which can result in high thermal gradients [3]. As shown in Figure 1.1, adding 

more cores to the CPU chip increase the total power consumption [5]. Figure 

1.2 illustrates  the  maximum number of  cores  per  chip and their  maximum 

operating frequencies [5]. It is common to think that more functionality simply 

equates to greater power consumption. 
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CPU cores run relatively hot while on-chip memory tends to run relatively 

cold. The result is an ever-varying mish-mash of “hot” and “cold” spots that 

depend on the mode of operation. A cell phone is a good example of this type 

of design. The act of creating a text message will exercise certain functionality, 

which  creates  a  specific  thermal  profile.  But  the  act  of  transmitting  this 

message  will  exercise  different  functionality,  which  results  in  a  different 

profile. The same can be said for using the cell phone to make a voice call, 

play  an  mp3  file,  take  a  picture,  and  so  forth.  The  resulting  temperature 

variation across a chip is  typically  around 10° to 15°C. If  this  temperature 

distribution is not managed; then temperature variation will be as high as 30° 

to 40°C [6].

The CPU power dissipation comes from a combination of dynamic power and 

leakage  power.  Dynamic  power  is  a  function  of  logic  toggle  rates,  buffer 

strengths,  and  parasitic  loading.  The  leakage  power  is  function  of  the 

technology  and  device  characteristics.  Thermal-analysis  solutions  must 

account for both causes of power. In Figure 1.3 the thermal profile of a CPU 

chip is showing the temperature variation across the chip surface. 

This phenomenon is due to the variation of the power density according to 

each  function  block  design.  This  power  density  distribution  generates 

"hotspots" and “coldspots” areas across the CPU chip surface [3]. The high 

CPU  operating  temperature  increases  leakage  current  degrades  transistor 

performance,  decreases  electro  migration  limits,  and  increases  interconnect 

resistivity [6]. In addition, leakage current increases the power consumption. 
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Figure 1.3 - CPU chip thermal profile and its "hotspots" and “coldspots” 
[94].

The  high-performance  chips  designers  are  seeking  innovative  solutions  to 

dissipate the heat out from chip areas. Real time dynamic thermal management 

(DTM)  technique  is  providing  control  solution  for  thermal  problem.  The 

thermal problem solution lies in two areas: the design tools and the design 

engineers. The thermal constraints are the control theory limits. These thermal 

constrains include architectural decisions, the use of multiple operating modes, 

the  physical  implementation  of  the  design,  and  the  CPU  cooling  system 

characteristics. All control decisions are based on accurate thermal impact of 

the electrical analysis. The current DTM controllers are based on traditional 

promotional (P) controller or proportional integrator (PI) controller [6]. 
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1.2 Thesis Objective

The objective of this thesis is to use fuzzy logic to design a DTM controller for 

the central  processing unit  (CPU).  The DTM controller  is  managing Multi-

Core CPU. The DTM controller selects each core operating frequency. The 

DTM controller reduces the total CPU degradation due to thermal limitations 

“the CPU thermal throttling”.  The thesis discusses the current DTM control 

techniques  as well  as  introducing the  new DTM thermal  spare  core  (TSC) 

algorithm.

1.3  Literature Review

A wafer is a thin slice of semiconductor material, such as a silicon crystal, is 

used in the fabrication of integrated circuits and other micro devices. In CMOS 

(Complementary Metal-Oxide Semiconductor) technology, both N-type and P-

type transistors are used to realize logic functions. Today, CMOS technology 

is the dominant semiconductor technology for microprocessors, memories and 

integrated  circuits  (ICs).  The  main  advantage  of  CMOS  over  NMOS  and 

bipolar  technology  is  the  smaller  power  dissipation.  A  semiconductor 

manufacturing  technology  represents  the  smaller  feature  of  the  chip.   The 

CMOS Power density  in high-performance processors continues to increase 

with technology generations  as  scaling of  current,  clock speed,  and device 

density  outpaces  the  downscaling  of  supply  voltage  and  thermal  ability  of 

packages to dissipate heat. Power density is characterized by localized chip hot 

spots  that  reaches  critical  temperatures  and  cause  thermal  problems.  The 

multicore architecture is introduced to increase the CPU performance without 

modifying its running frequency; this approach has more benefits like better 

performance,  better power management and better cooling as the multicore 

processors  running  at  a  lower  speed  dissipates  less  heat  than  one  single 

processor with the same chip area.
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Thermal enhancements are divided into 4 main categories [7]:

First “packaging and cooling technique design” the cooling system consists of 

huge heat-sink, heat-pipes, and cooling fan. 

Second “device research” the CMOS technology research invents low power 

devices. 

Third “design-time thermal management” the design techniques improve the 

power and thermal characteristics of integrated circuits. 

Fourth  “run-time  thermal  management”  the  dynamic  power  management 

techniques are mandatory for today ICs. 

The rest of the thesis focuses on run-time thermal management.  The thesis 

discusses the current techniques improvement. In the year 2008, the heat-sink 

air cooling reached its maximum limits 198 Watt [1]. 

Thermal definitions:

A. The CPU thermal throttling

The CPU thermal throttling is CPU degradation due to CPU over heating. The 

CPU is forced to run with lower frequency. So the cooling system reduces the 

CPU temperature to low value [2].

B. Chip hotspots and coldspots

The temperature is  not uniformly distributed over  the  chip area.  There  are 

some “hotspot” areas having higher temperature. The hotspot function block 

has higher power density than the “coldspot” function block [3].

7



DTM techniques:

A. Dynamic Voltage and Frequency Scaling (DVFS)

The dynamic voltage and frequency scaling is a DTM technique that changes 

the operating frequency of a core at run time [8], [9]. 

B. Clock Gating (CG)

Clock  gating  or  stop-go  [9]  technique  involves  freezing  all  dynamic 

operations. CG turns off the clock signals to freeze progress until the thermal 

emergency  is  over.  When  dynamic  operations  are  frozen,  processor  state 

including registers, branch predictor tables, and local caches are maintained. 

So less dynamic power consumed during the wait  period.  GC is  more like 

suspend or sleep switch rather than an off-switch [8]. 

C. Threads Migration (TM)

Thread migration (also known as core hopping) is a real time OS based DTM 

technique. TM reduces the CPU temperature by migrating core tasks “threads” 

from an overheated core to another core with lower temperature [10], [11], [9].

The thermal sensors

There are 2 types of temperature sensors [1]: 

A. Real temperature sensor

The real temperature sensor is a thermo-couple placed within core blocks. But 

there are fabrication limitations to place the sensors near the hotspots [8].

B. Virtual temperature sensors

The virtual temperature sensors is an OS based sensors. This “soft sensors” 

estimates the core temperature based on the number of instructions and power 

consumed per instruction [8]
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The thermal controller:

A. Traditional Thermal Control

The current DTM controller uses proportional (P controller) or proportional-

integral (PI controller) or proportional-integral-derivative (PID controller) to 

perform DVFS [8], [12], [13].

B. The Fuzzy Logic Control 

The fuzzy logic  is  introduced by Lotfi  A.  Zadeh in  1965 [14].  The  fuzzy 

control provides a convenient method for constructing nonlinear controllers via 

the  use  of  heuristic  information  or  mathematical  modeling.  Such  heuristic 

information may come from an operator who has acted as a “human-in-the-

loop” controller  for a process.  The fuzzy control  design methodology is  to 

write down a set of rules on how to control the process. Then incorporate these 

rules into a fuzzy controller that emulates the decision-making. Regardless of 

where the control knowledge comes from, the fuzzy control provides a user-

friendly and high-performance control [15].

The traditional fuzzy set is two-dimensional (2D) with one dimension for the 

universe of discourse of the variable and the other for its membership degree. 

This  2D fuzzy logic  controller  (FC)  is  able  to  handle  a  non linear  system 

without identification of the system transfer function. But this 2D fuzzy set is 

not able to handle a system with a spatially distributed parameter.  While a 

three-dimensional (3D) fuzzy set consists of a traditional fuzzy set and an extra 

dimension for spatial information [16]. Different to the traditional 2D FC, the 

3D FC uses multiple sensors to provide 3D fuzzy inputs. The 3D FC possesses 

the 3D information and fuses these inputs into “spatial membership function”. 

The  3D  rules  are  the  same  as  2D  Fuzzy  rules.  The  number  of  rules  is 

independent on the number of spatial sensors. The computation of this 3D FC 

is suitable for real world applications [16].
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1.4 The Thesis Contributions

The thesis contributes to the problem of CPU thermal throttling by building a 

thermal  model  of  a  real  Multi-Core  CPU  chip.  The  thermal  model  is 

mandatory for the simulation tests.  The selection of the CPU chip is based on 

three factors: the published data regarding the real CPU chip floor plan; the 

real CPU chip power maps and the thermal profile of the real CPU chip.  The 

published data regarding these three key factors are available only for “IBM 

POWER4 MCM” CPU chip containing 8 cores. Using reverse engineering, the 

chip floor plan is extracted from the published CPU floor plan pictures. The 

floor plan is validated using MATLAB. Then it is integrated to “hotspot 4.1” 

thermal simulator. The open loop response of the thermal model is extracted. 

Chapter 3 discusses in detail the reverse engineering process, integration to 

hotspot 4.1 simulator, and the open loop response curve extraction. 

Different DTM controllers are designed based on fuzzy logic control design. 

The 2D fuzzy controller is used to improve the DTM response and decrease 

the thermal throttling effect. From the control point of view, the CPU cores are 

the  heat  sources.  The  correlations  between  these  cores  temperatures  and 

operating frequencies improve DTM response. The 2D fuzzy is not able to 

handle these correlations as the number of rules increases as a function of the 

number of cores.  Thus the 2D fuzzy is not feasible.  3D fuzzy controller is 

taking into consideration these correlations. The 3D fuzzy controller is also 

suitable  for  the  real  word  application.  The  thesis  introduces  a  new  DTM 

controller  evaluation  index  in  order  to  compare  between  different  DTM 

controllers responses. Also the thesis introduces a new DTM technique called 

“thermal spare core” algorithm (TSC).   
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1.5  The Thesis Structure

The rest of the thesis is organized as follows:

Chapter  2  presents  the  background  of  semiconductor  thermal  problem 

including the current used control techniques. This Chapter discusses the chip 

technology & integration, the dynamic thermal management techniques, the 

Multi-Core advantages over single core processors, the CPU parallel vs. serial 

operations, the core temperature measurements, the available simulators, and 

finally the chip floor planning. 

Chapter 3 illustrates the building of CPU thermal model based on real Multi-

Core processor chip floor plan and its cooling system in order to do realistic 

thermal  simulations  results.  The  suitable  simulator  is  selected  from  the 

available chip thermal simulators. The real Multi-Core chip is integrated to the 

Hotspot 4.1 thermal simulator. Then the real chip open loop thermal profile 

curve is extracted.

Chapter  4  discusses  a  new DTM controller  design  approach.  A mediation 

script is used for bypassing the data between the thermal model and the control 

system.  The  basic  DTM  control  system  consists  of  a  P  controller.  The 

advanced  DTM  controller  consists  of  a  P  controller  followed  by  a  fuzzy 

controller. 

Chapter  5  gives  simulations  test  results,  evaluations,  and  analysis  of  all 

suggested  DTM  controller  techniques.  Finally,  a  brief  summary  of  the 

presented work, conclusions, and major ideas for future research is given in 

Chapter 6.
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Chapter 2 

CPU Thermal Throttling Background

2.1 Introduction

This  chapter  discusses  the  semiconductor  thermal  problem  historical 

background.  The  difference  between  the  chip  static  and  dynamic  power 

consumptions.  The dynamic power is the main factor in the dynamic thermal 

management. The effect of static power consumption can not be neglected any 

more [17]; as is the case for any CMOS digital circuits using low-threshold 

devices.  The  relative  importance  of  this  static  power  depends  on  the  duty 

factor defined as the average percentage of time the gates are in transition. The 

CPU chip manufacturing is affected by the growth of both static and dynamic 

power  consumptions.  The  traditional  CPU air  cooling  system is  unable  to 

handle  more  than  198  W  [4].  The  semiconductor  technology  permits  the 

designers  to  add  more  cores  to  CPU chip.  The  serial  portion  of  the  CPU 

instruction limits the speedup improvements. Thus the CPU cores are not all 

fully  utilized and have different  power consumption profiles.  This  leads  to 

different temperature distribution across the CPU floor plan. The CPU chip 

floor plan design enhances its thermal profile.
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2.2 Chip Technology & Integration

The  Silicon-on-insulator  (SOI)  technology  is  the  dominant  silicon  chips 

fabrication technology [18]. SOI wafers have a nanoscale thin surface film of 

single crystal silicon on an insulating film with a regular silicon wafer.  By 

making this silicon film only as thick as necessary and insulating it from the 

bulk  of  the  silicon  wafer,  circuits  can  run  faster  and  cooler  [19].  SOI 

technology can produce all industry-standard wafer sizes from 100 to 300 mm 

[19]. Using SOI instead of silicon results in higher speeds, suppressed cross-

talk inside the chips, elimination of latch-up (an electrical fault), and increased 

radiation  hardness  of  the  chips  [19].   Radiation  hardening  is  a  method  of 

designing  and  testing  electronic  components  and  systems  to  make  them 

resistant  to  damage  or  malfunctions  caused  by  ionizing  radiation  such  as 

particle radiation and high-energy electromagnetic radiation.

2.2.1Moore’s law

Since the invention of the integrated circuit (IC), the number of transistors that 

can be placed on an integrated circuit has increased exponentially, doubling 

approximately every two years [20] as shown in Figure 2.1. The trend was first 

observed by Intel co-founder Gordon E. Moore in a 1965 paper. Moore’s law 

has continued for almost half a century! It is not a coincidence that Moore was 

discussing the heat problem in 1965: "will it be possible to remove the heat 

generated by tens of thousands of components in a single silicon chip?" [20]. 

The  static  power  consumption  in  the  IC  was  neglected  compared  to  the 

dynamic  power  for  CMOS technology.  The  static  power  is  now a  design 

problem [21].  The millions of transistors in the CPU chip exhaust more heat 

than  before.  The  CPU cooling  system capacity  limits  the  number  of  cores 

within the CPU chip [22].
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Figure 2.1 - "Moore's law" predicts the future of integrated circuit [96].

2.2.2Air Cooling Limitation

The International Technology Roadmap for Semiconductors (ITRS) is a set of 

documents  produced  by  a  group  of  semiconductor  industry  experts.  ITRS 

specifies the high-performance heat-sink air cooling maximum limits; which is 

198 Watt [4]. The chip power consumption design is limited by cooling system 

level capacity. We already reached the air cooling limitation in 2008 as shown 

in Figure 2.2. 
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 Figure 2.2 - Heat-sink air cooling limitations [1].

2.2.3Cooling System Effect

Conventional air cooling heat-sink systems are limited by 198 W as shown in 

Figure  2.2.  Thus  exploring  new cooling techniques  such as  liquid  cooling, 

ionic  wind  technology  has  higher  importance.  Portable  platforms  pose  a 

challenge as there is limited space for cooling systems. Moreover, the chips 

become faster  the  amount  of  heat  that  needs to be  removed increases,  this 

increases the challenge to cool down a laptop and its surfaces.

A- Ionic Air Cooling

The idea behind ionic  cooling is  to  generate  a constant  flow of  positively 

charged  particles  (ions)  over  the  microchip.  As  shown  in  Figure  2.3,  the 

traditional fans that provide a strong flow of air have problems in removing 

molecules close to CPU chip. The ion cooling system electrodes send a flow of 

ionized air over the surface of a silicon chip. An ionic air cooling system keeps 

the CPU chip 25 ºC cooler than traditional air cooling. The ionized air flow has 

the ability to remove heat from the molecules close to CPU chip better than the 

unionized air. This leads to improve heat exchange between the CPU chip and 

the cooling system [23]. 

15



Figure 2.3 - Traditional chips cooling & interconnect [95].

B- Liquid Cooling

Water has a higher specific heat capacity as well as better thermal conductivity 

relative to that of air. By pumping cold water around a processor, it's possible 

to remove a large amount of heat in a short time. The main advantage of water 

cooling  is  its  ability  to  cool  down the  CPU faster  than  the  traditional  air 

cooling [24]. However, water cooling is not suitable for portable devices.

2.2.4Semiconductor Power Wall

CMOS power dissipation increases due to power density increase. The power 

dissipation increased four times every three years until the early 1990's, due to 

a constant voltage scaling [22]. Recently, a constant field scaling is applied to 

reduce power dissipation; where the power density is increased proportional to 

the 0.7th power of scaling factor, resulting in power increase by twice every 

6.5 years [22]. It is considered that the power dissipation of CMOS chips will 

steadily be increased as a natural result of device scaling. Technology scaling 

will  become  difficult  due  to  the  power  wall.  On  the  other  hand,  future 

computer  and  communications  technology  will  require  further  reduction  in 

power dissipation. Since no new energy efficient device technology is on the 

horizon, low power CMOS design should be challenged [22].
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A - Power, Energy, and Energy Delay

The interest in lowering the power of a processor has grown. The processors’ 

power, energy and performance are correlated [25]. The chips use a constant 

DC voltage supply; so the power is directly proportional to the current. The 

total energy drawn from the source to fulfill a function is the running cost the 

user pays to get that function done. A lower energy is better since it means that 

the user is paying less. However, the one having less delay may be preferred 

since it allows the user to start other functions earlier. In some applications, a 

user may even accept a slightly higher energy to achieve a much lower time 

delay. In that case, the designer is weighing the cost of the energy and the cost 

of delay [25]. The presented DTM techniques decrease the processors average 

energy consumption at runtime depending on the applications and the limit of 

the  supply  voltage  ddV [17].  As  shown in  Figure  2.4,  different  amount  of 

energy  consumed  to  perform  the  same  task,  thus  the  amount  of  power  is 

varying. The required task is performed before the dead line time in all cases. 

From power point of view a > b > c while from energy point of view b > a > c

Figure 2.4 - the CPU energy consumption vs. power consumption [17].
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The total CMOS power (2.1) is the summation of the dynamic power, the 

static power and the short-circuit power

itShortcircuStaticDynamicCMOS PPPP ++=

(2.1)

B -The Dynamic Power 

The CMOS dynamic  power  are  the  switching power,  and the  short-circuit 

power. The dynamic power equation as a function of swing voltage is:

2

ddDynamic VCfP α= (2.2) 

Where  DynamicP  is the dynamic power depending on four parameters, supply 

voltage ( ddV ), clock frequency ( f ), physical capacitance ( C ) and an activity 

factor (α ) that relates to how many 01 or 10 transitions occur in a chip [26

].

itShortcircuP  the short-circuit power (on/off power). When the CMOS inverter 

input is around 
2
ddV

during the turn-on and turn-off switching transients; both 

the PFET and the NFET are on. Thus a short circuit current  SCI  flows from 

ddV to ground producing short-circuit power [27].  

τβ
fVVP TdditShortcircu

3

)2(
12

−=

(2.3)

Where  τ the CMOS gate delay,  TV  the threshold voltage and  β the gain 

factor 2/ VAµ  of an MOS Transistor [26]
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C - The Static Power

The chip static power still depends on temperature. Off-state leakage is static 

power consumption. As shown in Figure 2.5, the static current leaks through 

transistors even when they are turned off [29]. Until recently, only dynamic 

power was the significant source of power consumption. But the CPU static 

power  consumption  increases  by  adding  more  transistors  to  the  chip.  The 

Static power is today a design problem. The static power reaches 40% of the 

total power in 2005 [30]. In 2009, the chip power consumption exceeds the 

power efficiency requirement as per ITRS updates [82].

leakddStatic VP ικη= (2.4)

Where ddV  the supply voltage, η the number of transistors in the design, κ  

design  the  characteristic  of  an  average  device,  and  leakι  a  technology 

parameter  describing  the  per-device  sub  threshold  leakage  [Butts  and  Sohi 

2000] [30].

Figure 2.5 - CMOS power dissipation DynamicP  1. StaticP   2. itShortcircuP  3 [17].

2.2.5 The Chip Area & Power

Low power and low-voltage designs are mandatory with the static power 

growth. The chip power is proportional to the chip area [28]. As per Pollack’s 

rule [31], the processor performance is proportional to the square root of the 

chip area [32].  
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Figure 2.6 - power and area of 

single core processor [28].

Figure 2.7 - power and area of 

Multi-Core processor [28].

The advantages of the Multi-Core CPU design are shown in Figure 2.6 and 

Figure 2.7. The distribution of the CPU area into multiple cores instead of one 

single big core processor leads to higher CPU performance and constant power 

consumption [28].  

2.2.6 The Real CPU Chips

A - AMD CPU chips

Advanced  Micro  Devices  (AMD)  founded  in  1969  is  one  of  the  leading 

processor  manufacturing  companies.  AMD  contributes  in  Multi-Core 

computer architecture. As shown in Figure 2.8; AMD processors evolution is 

starting from dual cores up to 6 cores processors.  AMD processor’ support 

different  operating  frequencies  and  different  thermal  design  power  (TDP) 

(sometimes called thermal design point). The TDP represents the maximum 

amount of power the cooling system requires to dissipate. The TDP is not the 

maximum power that the processor can dissipate. 
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Figure 2.8 - AMD processor evolutions [33].

B - Intel CPU chips

Integrated  Electronics  Corporation  (Intel)  founded  in  1968  is  the  world's 

largest semiconductor chip maker, based on revenue [33]. Intel is the inventor 

of the x86 series of microprocessors, the processors found in most personal 

computers. Intel contributes in Multi-Core computer architecture; as shown in 

Figure 2.9. The Intel processor evolution starts from dual cores up to quad 

cores processors. Figure 2.10 shows the number of transistors per processor 

chip and die size evolution.
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C - Nvidia

The graphics processing unit (GPU) computing model is to use the CPU and 

GPU together in a heterogeneous computing model. The sequential part of the 

application runs on the CPU and the computationally-intensive part runs on the 

GPU. From the user’s perspective, the application just runs faster because it is 

using the high-performance of the GPU to boost graphical performance [34]. 

The application developer has to modify their application to take the compute-

intensive  kernels  and  map  them  to  the  GPU.  The  rest  of  the  application 

remains on the CPU. The GPU computing is enabled by parallel architecture of 

Nvidia’s GPUs called “CUDA” architecture. The CUDA architecture consists 

of 100 processor cores operating together to crunch through the data set in the 

application [34]. 

D - SUN CPU chips 

SUN Microsystems produces computer servers and workstations based on its 

own SPARC processors. In the early 1990’s SUN extended its product line to 

include  large-scale  symmetric  Multi-processing  RISC  architecture  servers. 

SPARC server  600MP is  4-processor.  SPARC server  1000  is  8-processor. 

SPARC center 2000 is 20-processor [35]. SUN releases the SPARC enterprise 

server products, as join design by SUN and Fujitsu based on Fujitsu SPARC64 

VI processor. SUN UltraSPARC IV+ processor operating frequency is 1.95 

GHz - 2.1 GHz. This processor is based on 90nm process technology [35]. In 

November 2005 SUN launched the Ultra SPARC T1; the first microprocessor 

supports both Multi-Core and Multi-Thread. This processor has the ability to 

concurrently  run 32 threads  of  execution on 8 cores  processor.  In  October 

2007, SUN release the UltraSPARC T2 microprocessor.  
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T2  is  also  Multi-Core  and  Multi-Thread  CPU.  T2  extends  the  number  of 

threads  per  core  from  4  to  8.  In  April  2008,  SUN  released  servers  with 

UltraSPARC T2 Plus, which is a symmetric multi-processing (SMP) capable 

version of UltraSPARC T2. SUN UltraSPARC T series is up to 8 cores at 900 

MHz - 1.4GHz based on 45nm technology [35].  SUN has alliance with AMD 

to produce x86/x64 servers based on AMD's Opteron processor. SUN fire x64 

family  servers  are  designed to address  heat  and power  consumption issues 

commonly faced in data centers. SUN has alliance with Intel to produce SUN 

blade x6250 server based on Intel Xeon processor [35].

E - IBM CPU chips

International Business Machines Corporation (IBM) founded on 1896 as the 

tabulating machine company. IBM invents the following microprocessors: In 

1980 IBM invents  pioneering  prototype RISC processor;  then IBM ROMP 

RISC processor “032 processor”. IBM POWER processor family is based on 

RISC architecture (POWER1 - POWER2 - POWER3 - POWER4 - POWER4+ 

- POWER5 - POWER5+ - POWER6 - POWER7 – POWER8) [36]. POWER4 

is  the  first  Dual-Core  processor  RISC architecture.  Its  operating  frequency 

starts from 1.1GHz - 1.3 GHz. Its chip has up to 174 million transistors, 115 W 

TDP based  on  90nm technology  [37].  POWER5 is  a  Dual-Core  processor 

support  for  simultaneous  multi-threading  (SMT).  POWER5  operating 

frequency starts  from 1.5 GHz to 2.2 GHz. Its  chips area is  389 mm² and 

contains up to 276 million transistors [37]. POWER6 is a Dual-Core processor. 

Its operating frequency starts from 3.5 GHz to 5.0 GHz. Its chips area is 341 

mm² and contains up to 790 million transistors based on 65nm technology [38

]. POWER7 has have up to 8 cores Its chips area is 567 mm² and contains up 

to  1.2  billion  transistors  based  on  45nm technology  [39].  POWER8  is  in 

research and development phase. 

24



F - PicoChip

PicoChip is English founded in 2000. PicoChip developed a multi-core digital 

signal processor, the picoArray. This integrates 250-300 individual DSP cores 

onto a single die. These small cores are a 16-bit processor each. The company 

has four products currently available (PC102 and PC202 / 203 / 205) [38].

2.3 The Dynamic Thermal Management

2.3.1The Importance of DTM

Smaller  transistor  fabrication  improves  the  efficiency,  time,  costs,  design 

migration, and capacity of the ICs production. The technology node refers to 

the average half-pitch of a memory cell which is measured in nm.   At today's 

65nm  and  45nm  technologies  nodes  the  CPU  faces  thermal  air  cooling 

limitations. The 32nm technology permits the addition of more cores to the 

CPU chip. Adding more cores to a CPU chip increases the power density. This 

leads  to  thermal  throttling  due  to  cooling  limitations.  Due  to  air  cooling 

limitations, there are many thermal constrains adding more cores to CPU chip. 

The DTM techniques are required in order to have maximum CPU resources 

utilization.  Also  for  portable  devices  the  DTM doesn’t  only  avoid  thermal 

throttling but also preserves the battery consumption. As shown in Figure 2.11, 

the  basic  DTM controller  is  a  closed  loop  feedback  controller.  The  DTM 

controller measure the CPU cores temperatures and according selects the speed 

“operating frequency” of each core [28]. The power consumed is a function of 

operating frequency and temperature. The change in temperature is a function 

of temperature and the dissipated power. 
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Figure 2.11 Basic DTM controller block diagram [28].

2.3.2Thread Migration

Thread Migration (TM) is  a  DTM technique based on power  deregulation 

compensate by leveraging co-operative hardware–software management [10]. 

Multi-Thread  uses  the  software  parallelism  technique.  The  current  mobile 

systems, energy source parameters (including voltage levels) change relatively 

slowly  with  respect  to  processor  utilization  level  (operating  frequency), 

allowing  operating  systems  and  processors  to  adapt  to  evolving  battery 

behavior  [10].  In  today’s  Multi-Core  designs  provide  an  effective  way  of 

overcoming  instruction-level  parallelism  (ILP)  limitations  by  exploiting 

thread-level  parallelism  (TLP).  TM  requires  a  mechanism  to  transfer 

architectural state from one core to another [9].

2.3.3On/Off Control “Clock Gating”

Clock  gating  or  stop-go  technique  is  a  basic  form  of  dynamic  voltage 

frequency scaling (DVFS) [9]. This involves freezing all dynamic operations 

and turning off clock signals to freeze the processor progress. When dynamic 

operations  are  frozen,  processor  state  including  registers,  branch  predictor 

tables,  and  local  caches  are  maintained.  So  less  dynamic  power  is  wasted 

during the  wait  period.  Thus stop-go is  more like  suspend or  sleep switch 

rather than an off-switch [8].
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2.3.4Dynamic Voltage and Frequency Scaling

The  dynamic  voltage  frequency  scaling  (DVFS)  is  a  DTM technique  that 

reduces  power  and  energy  consumption  of  microprocessors.  The  relation 

between DynamicP ,  f and ddV is as given in equation (2.2). Lowering only the 

operating  frequency  f can  reduce  the  power  consumption.  But  the  energy 

consumption remains the same because the computation needs more time to 

finish. Lowering the supply voltage reduces a significant amount of energy [17

]. 

Dynamic tuning the supply voltage ddV and the operating frequency f reduces 

both  power  and energy  consumption.  Figure  2.12  shows the  power  saving 

achievable by using variable  ddV and f . Using variable supply voltage  ddV  

when the clock frequency  f  is reduced by half, this lowers the processor’s 

power consumption and still allows the task to complete by deadline. But the 

energy consumption remains the same. Reducing the voltage level ddV  by half 

reduces  the  power  level  further  without  any  corresponding  increase  in 

execution time. As a result the energy consumption is reduced significantly, 

but the appropriate performance could remain the same as shown Figure 2.2 

[17]. But the voltage ddV level reduction leads to current flow reduction. This 

means slower switching in transistor level. Thus voltage  ddV level reduction 

leads to slower microprocessor performance depending on the gate delay.
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Figure 2.12 - Power saving achievable using variable voltage [17].

The  DVFS policy  involves  more  of  a  continuous  adaptive  scheme.  Power 

consumption reduction is done by enabling a continuous range of frequency 

and voltage combinations. Thus DVFS policy is not as simple as the stop-go 

mechanism, but depends on a control design. A set point slightly is used below 

the  thermal  threshold.  P  controller  or  PI  controller  is  used  to  adapt  the 

frequency and voltage levels to towards this target threshold [8].

2.3.5 Multi-Supply Multi-Voltage (MSMV)

In the case of MSMV, non performance critical functional blocks are run at a 

lower voltage and/or frequency to conserve power. As a result, they run cooler 

than  surrounding  functions  which  are  running  at  higher  voltages  and/or 

frequencies [6].  

2.3.6 Power Shut-Off (PSO)

The chip function blocks  can be completely shut  down to conserve power 

when they’re inactive. Obviously, the thermal characteristics for such blocks 

depend on their state. Given an increase in the number of low-power designs 

featuring multiple operating modes, it’s necessary to calculate and account for 

these mode-specific thermal profiles. In the context of its thermal impact, the 

PSO is the most extreme low-power technique [6]. 
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2.3.7 Substrate Biasing

CMOS substrate biasing for threshold voltage control mechanism is based on 

the fact that a semiconductor device includes a PMOS transistor and an NMOS 

transistor.   The back gate of the NMOS device is biased at 0 volts for the 

maximum  thV  and is  biased at  +1 threshold for  the minimum  thV  of  the 

device.  Only  the  back  gate  of  the  PMOS  device  is  biased  at  V  for  the 

maximum thV  of the device and is biased at 1 thV  below V for the minimum 

thV  of the device. 

Therefore,  the voltage between the source and substrate  of the  PMOS and 

NMOS transistors  becomes  0  volts.  By  driving  the  back gates  in  opposite 

direction  and in  phase  with  the  input  to  the  receiver  circuit,  the  threshold 

voltage of the receiver is moved away from ground (GND) when the input is at 

a logical "0" and way from V when the input is at a logical "1". Thus almost 

no leakage current flows between the source and substrate [40].

Figure 2.13 - BIAS Voltages [40] 

29



2.3.8 Multi-Threshold CMOS “Multi-Vt”

Multi-Threshold CMOS (MTCMOS) uses transistors with multiple threshold 

voltages ( thV ) to optimize delay or power. Lower threshold voltage devices 

are used on critical delay paths to minimize clock periods. Higher threshold 

voltage devices are used on non-critical paths to reduce static leakage power 

without  incurring  a  delay  penalty.  Typical  high  threshold  voltage  devices 

reduce static leakage by 10 times compared with low voltage devices.  One 

method  of  creating  devices  with  multiple  threshold  voltages  is  to  apply 

different bias voltages ( bV ) to the based or bulk terminal of transistors, the 

other way can be "gate engineering". In MOSFET devices, lower bias voltages 

increases delay, and reduce static leakage thus the temperature is reduced [41], 

[42]. 

2.4  The Core Temperature

The CPU temperature is not uniformly distributed over the chip surface. There 

is variation from coldspots and hotspots depending on the functionality and 

power density of each block within chip.

2.4.1Temperature Distributions and Hotspots

The temperature  distribution  across  chip  surface  is  pure  design  issue.  The 

power density levels across a chip are varying. Units like registers have small 

area, but are accessed frequently. Thus generates local hotspots across the chip 

[43].  The  local  hotspots  heat  transfer  modes  (conduction,  radiation  and 

convection) are the design key factors [44]. Local hotspots effect is reduced by 

spreading the high power density units over the chip. Small hotspots can be 

mitigated if they are split and spread among other cold units [43].
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2.4.2 Ambient Temperature

The air density, viscosity, and heat capacity change with temperature. Thus the 

CPU temperature changes with ambient temperature [45]. The reliability of a 

device  degrades  if  the  device  operates  above the  recommended operational 

temperature.  The  CPU  lifetime  is  reduced  if  it  operates  continually  at 

maximum operating temperature.

2.4.3 Chip Floor Plan

The chip floor plan is pure design issue. The floor plan has an important effect 

on the CPU behavior. The cores distribution across a die change power density 

distribution.  This  creates  a  multi-dimensional  tradeoff  space  among  core 

power, floor plan, magnitude of cross-chip variation, and cooling cost [46]. 

The geometric relationship among function blocks affects the floor planning 

design  process.  The  Multi-Core  distributed  floor  plan  layout  is  better  than 

Multi-Core dense floor plan layout from thermal point of view [47].

2.4.4 Low Power VLSI

Low power design emerges principal theme in today’s Electronics industry. 

The primary driver for low power VLSI is the remarkable success and growth 

of  the  personal  computing  devices  (portable  desktops,  audio-video-based 

multimedia  products)  and  wireless  communications  systems  (Mobiles 

handsets,  personal  digital  assistants  and  personal  communicators).  These 

portable devices demand high-speed computation and complex functionality 

with low power consumption.  In the past,  the major  concerns of the VLSI 

designer are area, performance, cost and reliability. The power dissipation is 

now  important  as  performance  and  area  [48].  The  MTCMOS  (some  time 

known as VTCMOS) technology provides low power circuit designs [21] and 

[49]. 
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2.5  The CPU speed up

This section discusses the CPU speed up limitations and the different CPU 

architect.

2.5.1 Multi-Core and Multi-Processing Designs 

Computing  symmetric  multi-processing  (SMP)  involves  multi-processor 

computer architecture where two or more identical processors can connect to a 

single shared main memory. In the case of Multi-Core processors, the SMP 

architecture applies to the cores,  treating them as separate processors.  SMP 

systems allow any processor to work on any task no matter where the data for 

that task are located in memory. With proper operating system support, SMP 

systems  easily  move  tasks  between  processors  to  balance  the  workload 

efficiently  [50].  Asymmetric  multi-processors  and  asymmetric  multi-

processing (ASMP) were pioneered in 1970 by the Massachusetts institute of 

technology (MIT) and Digital Equipment Corporation (DEC). ASMP allows 

applications to run specific subtasks on processors separate from the "master" 

processor.  ASMP computers  are  comprised  of  multiple  physical  processors 

that  are unique,  and thus not symmetrical.  These processors are defined as 

either master or slave: master processors are more capable than slaves and are 

given full control over what the slave processors do. Intel started work on SMP 

in 1981 which marked the demise of ASMP in the consumer and corporate 

market [51]. The CPU processor chip manufacturing and desgin having at least 

three camps in the computer architects community [52]: The Multi-Core CPU: 

the CPU chip contains small number of  "big cores" (Intel, AMD, IBM, etc). 

The Many-Core CPU: the CPU chip contains a larage number of "small cores" 

(SUN,  NVIDIA).  The  asymmetric-Core  CPU:  the  CPU  chip  contains  a 

combination of  small  number of  large cores together  with large number of 

small cores ( IBM cell architecture).
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2.5.2 Amdahl’s law

Gene Amdahl’s law: “parallel speedups limited by serial portions” [53]. It is 

often used in parallel computing to predict the theoretical maximum speedup 

using multiple processors. As long as enough parallelism exists; it is always 

more efficient to double the number of cores rather than the frequency in order 

to achieve the same performance. Which means that: adding more cores to 

CPU will speedups under the serial portion limits. 

Figure 2.14 - Amdahl's Law limits parallel speedup [31].

Although it is true that the many symmetric core system delivers higher 

compute throughput than the multi symmetric core system for the same die 

size and in the same power envelope, it may be difficult to harvest the 

performance. If the serial percentage in a program is large, then parallel 

speedup saturates with small number of cores. Figure 2.14 [31] illustrates 

impact of serial percentage of code on parallel speedup.
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2.5.3 Gustafson's Law

Gustafson's  law  “any  sufficiently  large  problem  can  be  efficiently 

parallelized” (also known as Gustafson-Barsis' law) [83]. This law states that, 

with  increasing  data  size,  the  speedup  obtained  through  parallelization 

increases, because the parallel work increases with data size. Gustafson’s law 

is closely related to Amdahl's law, which gives a limit to the degree to which a 

program can be speed up due to parallelization. Amdahl's  law is related to 

fixed computation load while Gustafson's law removes fixed computation load. 

Instead, Gustafson proposed a fixed time concept which leads to scaled speed 

up for larger data sizes.

2.6    Conclusion 

The  Moore’s  Law continues  with  technology  scaling,  improving  transistor 

performance to increase frequency, increasing transistor integration capacity to 

realize  complex  architectures,  and  reducing  energy  consumed  per  logic 

operation  to  keep  power  dissipation  within  limit.  The  technology  provides 

integration  capacity  of  billions  of  transistors;  however,  with  several 

fundamental barriers. The power consumption, the energy level, energy delay, 

power density, and floor planning are design challenges. The Multi-Core CPU 

design increases the CPU performance and maintains the power dissipation 

level for the same chip area. The CPU cores are not fully utilized if parallelism 

doesn't  exist.  Low  cost  portable  cooling  techniques  exploration  has  more 

importance everyday as air  cooling reaches its limits “198 Watt”.  The next 

Chapter presents the available chip simulator techniques and how to integrate a 

Multi-Core chip to a thermal simulator.
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Chapter 3

Building the Multi-Core CPU Model

3.1 Introduction

This Chapter presents the available semiconductor simulators and simulation 

techniques. There are many academic and commercial simulators. There are 

different simulator types. Some semiconductors simulator focus on the chip 

thermal profile. Other simulators focus on the performance estimation. Some 

simulators focus on the power consumption estimation. The chip floor designer 

and floor planning techniques are also presented. The chapter presents some 

chip fabrication cost estimation techniques. Also it disuses the real Multi-Core 

CPU chip reverse engineering steps. How to build up its thermal model based 

on 45nm technology. The CPU chip integration steps to the thermal simulator 

are presented. A real CPU chip open loop thermal profile is extracted using the 

thermal simulator.

3.2 Semiconductor Chip Simulators 

This section presents the available software simulators and design tools.

3.2.1 Thermal Simulators

Thermal simulations play an important role in the design of many engineering 

applications.  Chip  thermal  analysis  is  used to  calculate  the  cooling system 

capacity  and the  estimated  chip life  times.  Thermal  simulators  extracts  the 

CPU internal blocks temperatures, and the chip thermal profile.
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A - ANSYS

ANSYS  is  a  thermal  analysis  simulator.  It  calculates  the  temperature 

distribution and the thermal quantities [54]. Typical thermal quantities are: the 

temperature distributions, the amount of heat lost or gained thermal gradients, 

and thermal fluxes. The basis for thermal analysis in ANSYS is a heat balance 

equation obtained from the principle of conservation of energy. The ANSYS 

program  handles  all  three  primary  modes  of  heat  transfer:  conduction, 

convection, and radiation. ANSYS supports steady-state and transient thermal 

analysis [54]. 

B - Flotherm

Flotherm  is  3D  simulation  software  for  thermal  design  of  electronic 

components and systems [55]. It enables engineers to create virtual models of 

electronic equipment, perform thermal analysis. The Flotherm program uses 

computational  fluid  dynamics  (CFD)  techniques  to  predict  airflow, 

temperature  and  heat  transfer  in  components,  ICs,  boards  and  complete 

systems [55].

C - Thermal Test Vehicle 

Thermal test vehicle (TTV) is a prototype used for component qualification 

and  test  system products  for  unreleased  processors  [56].  TTV is  available 

earlier  than  real  processor,  similar  package  construction  to  real  processor. 

Power may be varied to simulate entire real processor. TTV is the best choice 

for  early  component  and  system  testing  in  characterizing  heat-sink 

performance Figure 3.1 
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Figure 3.1 thermal test vehicle [56].

D - Virginia Hotspot Simulator

Hotspot is an accurate and fast thermal model suitable for use in architectural 

studies.  It  is  based  on  an  equivalent  circuit  of  thermal  resistances  and 

capacitances.  The  equivalent  thermal  RC  circuit  corresponds  to  micro 

architecture blocks and essential aspects of the thermal package. Hotspot takes 

power  numbers  as  input,  and  returns  temperature  numbers  Hotspot  has  a 

simple  set  of  interfaces  and  hence  can  be  integrated  with  most  power-

performance simulators. The advantage of Hotspot is its compatibility with the 

power and performance models. Hotspot makes it possible to study thermal 

evolution over long periods of real applications [57].  
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E - ATMI Simulator

ATMI is an analytical model of temperature in microprocessors. ATMI takes 

power  numbers  as  input,  and  returns  temperature  numbers.  The  user  must 

provide power numbers.  ATMI does  not  model  a  particular  packaging and 

heat-sink [58], [59]. The main advantages of ATMI are its computation speed 

and  ease  of  use.  To  obtain  these  advantages,  it  requires  detailed  inputs 

regarding  the  physical  model.  The  accurate  temperature  modeling  requires 

solving  a  boundary-value  problem.  First  the  physical  system  is  modeled 

(object  geometry,  material  properties,  boundary  conditions,).  Then the  heat 

equation is solved with mathematical means [59].

3.2.2 Power Simulators

A - Virginia Hotleakage Simulator 

Hotleakage is a tool for modeling semiconductor leakage current. It is built 

upon Wattch power performance simulator.  Hotleakage accommodates with 

other  technology  models.  It  models  leakage  in  a  variety  of  structures. 

Temperature  effects  are  important,  because  leakage  current  depends 

exponentially on temperature. Hotleakage includes the un-modeled effects of 

supply voltage, gate leakage, and parameter variations [60]. Hotleakage has 

circuit-level accuracy because the parameters are derived from transistor-level 

simulation. Its simplicity is maintained by deriving the necessary circuit-level 

model for individual cells, like memory cells or decoder circuits. 
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3.2.3 Performance Simulators

A - Simple Scalar Simulator

“Simple  scalar”  toolset  provides  an  infrastructure  for  simulation  and 

architectural  modeling.  This  simulator  supports  Multi-Core  parallelization 

methodology.  Simple  Scalar  uses  an  execution-driven  simulation  technique 

that  reproduces  a  device’s  internal  operation.  Execution-driven  simulation 

provides access to all data produced and consumed during program execution. 

These values are crucial to the study of optimizations such as value prediction, 

compressed memory systems, and dynamic power analysis [61].

B - PTscalar

“PTscalar” is a micro architecture-level performance and power simulator for 

the  pipeline  structure  “SuperScalar  architectures”.  PTscalar  reads  the  user 

specified  power  parameters  and  system  configuration,  then  computes 

performance and power statistics for each functional unit every clock cycle. 

PTscalar can be used to evaluate software and compiler optimization, micro 

architecture  innovation,  and  software  and  hardware  co-design/tradeoff  for 

performance  and  power  optimization.  PTsclar  includes  the  temperature 

dependent  leakage  power  model  and  built-in  thermal  model.  PTscalar  is 

capable  of  thermal  and  transient-current  estimations.  PTscalar  takes  into 

consideration the dependence between leakage power and temperature [62].
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C - WATTCH Simulator

 “WATTCH”  is  an  architectural  simulator  that  estimates  CPU power  and 

performance tradeoff. The power estimates are based on a suite of parametrical 

power models for different hardware structures [63].  A modified version of 

simple scalar is used to WATTCH collect results. This simple scalar provides a 

simulation  environment  for  modern  out-of-order  processors  with  5-stage 

pipelines: fetch, decode issue, write back and commit. Speculative execution is 

also supported.  WATTCH provides power oriented modifications that  track 

each processor unit per cycle. WATTCH compute the power values associated 

with these units accordingly [63].

D - CMP-sim simulator

“CMP-sim”  is  a  Multi-Core  architectural  instruction  execution  simulation. 

CMP-sim  extends  the  simple  scalar  toolset  with  models  of  the  pipeline 

structures [64], [65]. 

3.2.4Chip Floor Planning

A - Quilt simulator

Quilt  stands  for  quick  utility  for  integrated  circuit  layout  and  temperature 

modeling. Quilt is a graphical tool that permits users to build floor plans of 

integrated circuits. Quilt provides both a visual aid as well as an input to the 

Hotspot simulator. The tool provides numerous features for estimating circuit 

performance, such as interconnect delay. Quilt generates graphical images for 

publications [66]. It runs on a variety of computing platforms. Quilt enables 

users to make changes to IC layout quickly, evaluate and analyze the results of 

their modifications. Quilt addresses temperature and interconnects issues [67]. 
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3.2.5 Processor Hardware Cost Estimation

The objective of the cost model is to better plan for IC production. IC cost 

estimation  accuracy  depends  on  the  detailed  information  such  as  layout, 

fabrication  cost,  and  design  cost  [68].  Cost  estimating  tools  include  a 

microcircuit  parametric  estimating  model.  The  parametric  cost  estimating 

process  is  not  only  estimates  product  cost  but  also  provides  an  effective 

program cost management [69]. The processor cost estimation depends on its 

hardware resources characteristics “area, energy, and delay” [70]. Each type of 

hardware resource, i.e., function units, register files, and interconnections, are 

characterized by a specific set of desired properties. These properties are cost 

dependant. Thus the processor is breakdown into desired functionalities that 

reflect cost. The cost, functionality tradeoff is calculated. 
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3.3 Selected CPU chip

3.3.1 IBM CPU chips

The  CPU  chip  selection  is  based  on  the  on  the  amount  of  published 

information. Thus IBM POWER processor family is selected. As shown in 

Table 3.1 IBM POWER family chips published information include floor plan, 

thermal design power (TDP), technology, chip area, and operating frequencies. 

The detailed floor plan, power density maps, and thermal profile information 

are published only for POWER4. POWER4 is the first Dual-Core processor 

RISC architecture. Its operating frequency starts from 1.1GHz - 1.3 GHz. Its 

chip has up to 174 million transistors, 115 W TDP based on 90nm technology 

[37]. IBM published its detailed floor plan Figure 3.2, its power map Figure 

3.3 and its thermal profile as shown in Figure 3.4. The POWER4 floor plan 

consists of the following functions blocks: the Branch Execution Unit (BXU), 

the Floating Point Unit (FPU), the Fixed Point Integer Unit (FXU), Instruction 

Fetch  Unit  (IFU),  the  Instruction  Decode  Unit  (IDU),  the  Instruction 

Sequencing Unit (ISU), the Load Store Unit (LSU), the Level 2 Cache (the 

Floating Point Unit  (FPU),  the Fixed Point Integer Unit (FXU),  Instruction 

Fetch  Unit  (IFU),  the  Instruction  Decode  Unit  (IDU),  the  Instruction 

Sequencing Unit (ISU), the Load Store Unit (LSU), the Level 2 Cache (L2), 

the Level 3 Cache (L3), and the Memory Controller (MC). IBM invents multi-

chip module (MCM) having four POWER4 processors [71]. In total the MCM 

POWER4 chip has 8 cores shown in Figure 3.5. Thus IBM POWER4 MCM 

chip is selected chip. The floor plans of the POWER4 processor and the MCM 

are published as pictures. 
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Table 3.1 IBM POWER family chips

POWER4 POWER5 POWER

6

POWER

7

Technology 90nm 65nm 65nm 45nm

Area in mm² 427 389 341 Up to 

567

Transistors in million 174 276 790 Up to 

1.2

Number of cores 2 2 2 4 or 8

TDP in Watt Up to 115 Up to 130 Up to 

180

NA

Operating frequency 

GHz

1.1 to 1.3 1.5 to 2.2 3.5 to 

5.0

5 and Up

Floor plan Detailed Overview Overvie

w

Overvie

w

Power density maps Detailed NA NA NA

Thermal profile Detailed Overview Overvie

w

Overvie

w

References [37], [72

], [71], 

[94], [14]

[37], [73] [38] [39]

43



Figure 3.2 POWER4 detailed floor plan [94]

Figure 3.3 POWER4 power density distributions [72]

The entire processor manufacturers consider the CPU floor plan and its power 

density  map as  confidential  data.  Thus  there  is  major  difficulty  to  build  a 

thermal  model  based  on  real  CPU  chip  information.  Only  old  CPU  chip 

thermal data is published. The MCM POWER4 floor plan and power density 

map are published.  The only way to build up a CPU thermal model is the 

reverse engineering of IBM MCM POWER4 chip.  
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The reverse engineering process took a lot of time and efforts as shown in 

section  3.3.2.  The  extracted  MCM  POWER4  chip  is  scaled  into  45nm 

technology as POWER4 chip is built on the old 90nm technology [37]. Section 

3.3.5 discusses the scaling of the MCM chip from the thermal point of view. 

Figure 3.4 - POWER4 detailed floor plan and thermal profile [94]

Figure 3.5 - MCM POWER4 with 8 cores floor plan [14].

3.3.2 Build the Thermal Model

The reverse engineering of the IBM MCM POWER4 90nm chip floor plan is 

as follow: 

1- The POWER4 chip detailed floor plan picture is shown in Figure 3.4 [94]. 

The picture pixels  are used as the  dimension unites.  Each block geometric 

dimensions in pixels are extracted from POWER4 picture. 
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2- The MCM chip floor plan picture  is shown in Figure 3.5  [14]. The  four 

IBM POWER4 processors geometric dimensions in pixels are extracted from 

the MCM picture. The extracted MCM geometry is shown in Appendix Table 

1.  Calculate  the  POWER4 area  in  pixels  from MCM POWER4 floor  plan 

geometry.

3-  Resize  the  extracted  POWER4  floor  plan  dimension  to  fit  inside  their 

positions within the MCM POWER floor plan as shown in Figure 3.6. Thus a 

new detailed MCM function blocks picture is extracted.

Figure 3.6 - POWER4 fit in side its MCM.

4- Extract all MCM POWER4 blocks dimensions ( X ,Y  , width, height) in 

pixels. The extracted geometric dimensions are shown in Appendix Table 2. 

The MCM POWER4 detailed floor plan verification is done by re-plotting all 

blocks details from extracted data as absolute unites measurements [14], [94].

5-  Calculate  the  required  scale  factor  for  transforming  absolute  unites 

measurements into meter. The known data are the MCM area  1Λ in pixels2, 

the POWER4 area  2Λ  in pixels2,  the real MCM area  3Λ  in cm2,  the real 

POWER4 area  4Λ  in cm2, MCM width  1X  in pixels, MCM height  1Y  in 

pixels, POWER4 width 2X  in pixels, POWER4 height 2Y  in pixels.   
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Where  1s is MCM scale factor from pixel to cm.  1s  is calculated from the 

equation  (3.2)  then  equation  (3.3)  validates  the  values  by  calculating  the 

POWER4 area in cm2.

3.3.3 Validate POWER4 MCM Model

As shown in Figure 3.7, the floor plan extracted “section 3.3.2” is validated 

using MATLAB. The first POWER4 processor is plot at (0,0,0) in the upper 

left corner. The second POWER4 processor is shifted 112 units from the first 

processor in the X direction then it is rotated 90 degree in  Z  direction with 

respect to its new center. The third POWER4 Processor is shifted 112 units in 

the X  direction and 103 units in the Y  direction from the first processor then 

it  is rotated 180 degree in  Z  direction with respect to its new center.  The 

fourth POWER4 processor is shifted 103 units in the  Y  direction from the 

first processor then it is rotated 270 degree in Z  direction with respect to its 

center. The extracted floor plan Figure 3.7 resembles to the real chip Figure 

3.4.  The cores relative locations are the same in both figures.  All  function 

block sizes maintain the same relative size ratio. 
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Figure 3.7 - The extracted MCM floor plan.

.

3.3.4 Scaling MCM Floor Plan into 45nm Technology

An optical shrink of the IBM POWER4 90nm floor plan is made as if it was 

built using 45nm. It is known that scaling 90nm into 45nm technology is not 

just optical zoom out. The thermal analysis is based on the equivalent circuit of 

thermal resistances and capacitances. The thermal resistance and capacitance 

depends on the function block geometry rather than the transistor geometry [74

], [75], [76]. 

11
2
2

2
11

2
2

2
13

2
25 YXsssss =Λ=Λ=Λ  

(3.4)
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Where  5Λ the MCM area in 45nm technology,  2s  is  shrink scale “optical 

zoom out”  90452 =s  .  MCM POWER4 detailed block floor plan in 45nm 

technology as shown in Appendix Table 3.  

3.3.5 Scaling MCM POWER4 power density into 45nm technology

A  semiconductor  manufacturing  technology  node  represents  the  smaller 

feature of the chip.   The main reward for introducing a new semiconductor 

fabrication technology node is the reduction of the chip area. If the reduction is 

70% of previous line width then this will lead to ~50% reduction in the chip 

area,  i.e.  0.7  x  0.7=  0.49.  The  International  Technology  Roadmap  for 

Semiconductors  (ITRS)  is  a  set  of  documents  produced  by  a  group  of 

semiconductor  industry  experts.  These  experts  are  representative  of  the 

sponsoring  organizations  which  include  the  Semiconductor  Industry 

Associations  of the  USA, Europe,  Japan,  Korea and Taiwan.  Starting from 

early 1990’s ITRS projects the voltage (V ) almost flat lines; the scaling is 

only about 2.5% per generation. Nearly twice of the number of circuits can be 

fabricated on the same wafer size just by using a new technology node. Thus 

the cost per circuit is reduced and the ICs cost is also reduced [77]. Assuming 

K is the feature size scaling per technology generation. For the same circuit 

fabricated at the 90nm technology is scaled to the 45nm ; the area went down 

by 2K , the capacitance went down by  K and the frequency went up by  K

(ideally, in practice probably less). According to the dynamic power equation, 

2

ddDynamic VCfP = and neglecting leakage power; the dynamic power 

also went down by  2K  thus power density is maintained constant.  But in 

reality, if it is assumed that K  = 0.7 [77], the capacitance )(C  is scaled down 

by only 0.8, the frequency )( f  went up by 1.1, and the voltage  )( ddV  went 

down only 2.5%; thus the dynamic power )( DynamicP  only went down by 0.84 

(0.8 * 0.9752 * 1.1).
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 As  per  the  ITRS  manufacturing  design  guide  lines  and  under  these 

assumptions  above;  the  power  density  scaling  is  0.84/0.5  =  ~1.7  per 

generation.   The  need  to  control  the  leakage  currant  is  the  main  factor 

restricting the reductions in voltage )( ddV .   The assumptions can vary a lot, 

and these calculations assume that the leakage currant stays a constant fraction. 

This  choice  of  1.1  for  the  frequency  )( f  is  also  arbitrary.   This  rough 

calculation assumes a constant core micro architecture, which isn't necessarily 

realistic. The power density seems unlikely to scale much more than 2x per 

generation.  It  is also possible to come up with reasonable scenarios where 

power density scales much less.  The scaling from 90nm to 65nm then from 

65nm to 45nm should be  2K , where  K  is the scaling factor. The dynamic 

power  density  scaling  is  assumed to  be  equal  to  1.7  per  generation  under 

condition that the leakage currant stays almost constant fraction. 

3.4 Integrate the model to thermal simulator

This  section  discusses  the  selection  for  the  thermal  simulator.  ATMI  and 

Hotspot  share  some  similarities.  They  are  based  on  completely  different 

methods.  Table  3.2  is  a  comparison  between  the  two  freeware  academic 

thermal simulator software. Virginia Hotspot simulator is selected based on 

simulator features and on line support provided by Hotspot team at Virginia 

University. The Hotspot 4.1 simulator uses the duality between RC circuits and 

thermal systems to model heat transfer in silicon. The Hotspot 4.1 simulator 

uses  a  Runge-Kutta  (4th  order)  numerical  approximation  to  solve  the 

differential equations that govern the thermal RC circuit’s operation [57], [78]. 

For an integrated circuit at the die level, heat conduction to the package and 

heat-sink,  and  convection  from  the  heat-sink  to  ambient  is  the  dominant 

mechanisms  that  determine  temperatures  on  the  die.  The  horizontal  heat 

transfer path can account for up to 30% of heat transfer [3].The equivalent-

circuit model is dependent on the floor plan and packaging of the processor. 

Table 3.2 Comparison between Hotspot and ATMI thermal models
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Item Virginia Hotspot ATMI

Latest software 

version

2009 2009

Thermal model The equivalent circuit of thermal 

resistances and capacitances

Heat equation

Accuracy Deviations less than 5%. Unable to mode the 

chip edges

Advantages Easy to use and to integrate with 

other tools Block relative position

Limitations Block position from the origin – 

number of nodes limitation - the 

revealing of package design 

details – not detailed modeling 

approach

Large number of 

nodes is necessary - 

heat-sink fins are not 

modeled explicitly - 

assuming a constant 

and uniform ambient 

temperature.

Flexibility Very flexible Not flexible

Simulator 

technical support

Fast response NA

Configuration Text files C functions

The  floor  plan  and  the  calculation  of  values  for  thermal  resistance  and 

capacitance are dependent on the areas of the functional blocks. Hotspot inputs 

are  the  chip  thickness,  the  chip  floor  plan,  the  heat-sink  parameters,  the 

ambient temperature, the initial chip temperature, the sampling interval, and 

the  power  consumed  per  block  per  cycle.  Hotspot  outputs  are  the  block 

temperature  per  cycle,  and  the  estimated  steady  state  temperature.  The 

Introduction  of  cooling  limitation is  needed in  order  to  secure  the  thermal 

throttling effect. As shown in Table3.3, the best practice thermal properties [79
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] are modified in order to simulate the air cooling limitation. Thermal model 

cooling system is unable to maintain the CPU open loop thermal profile under 

the maximum operating temperature. The floor plan shown in Figure 3.7 is 

integrated to the Hotspot 4.1 simulator

Table 3.3 The thermal simulation setup 
Item Best practice thermal 

properties [79]

Simulation thermal 

properties
Chip thickness 0.5 mm 0.5 mm
Convection capacitance 140.4 J/K 140.4 J/k
Convection resistance 0.1 K/W 2 K/W
Heat sink side 60 mm 120 mm
Heat sink thickness 6.9 mm 6.9 mm
Heat spreader side 30 mm 30 mm
Heat spreader thickness 1 mm 1 mm
interface-material thickness 0.075 mm 0.075 mm
Ambient temperature NA 298 K
Initial chip temperature NA 298 K
Simulation calling interval 3.333e-06 3.333e-02

Table 3.4 POWER4 Core Power Consumption 

Block Name P100 P0
FPU_B1 1.2842 0
FPU_B2 1.2842 0
FPU_B3 1.2842 0
ISU_AL 1.2842 0
FXU_R1 0.916 0
FXU_B1 0.916 0
FXU_B2 0.916 0
FXU_B3 0.7328 0
IN_LFT 0.9192 0
IDU_AL 0.7328 0
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IFU_B0 0.7328 0
IFU_B1 0.5496 0
IFU_B2 0.5496 0
IFU_B3 0.5496 0
LSU_B0 0.916 0
LSU_CR 1.6488 0
LSU_B1 1.4656 0
LSU_B2 1.4656 0
LSU_B3 0.5496 0
LSU_CH 0.916 0
IN_VER 0.5496 0
IN_HOR 0.5496 0

3.4.1 Open Loop System

The open loop thermal profile of POWER4 core is extracted using the Hotspot 

4.1 simulator.   The Hotspot  4.1 simulator  executed about  493,153 millions 

Runge-Kutta  (4th  order)  numerical  approximation.  It  took about  650 hours 

running on a personal computer 3GHz single processor and 1 GB RAM under 

Linux Redhat Enterprise 4 over a virtual machine. The simulation is done in 

two simulations steps: Warming, as the core consumes the maximum power 

“P100” per cycle as shown in Table 3.4. The core temperature increases while 

the  CPU  cooling  system  is  functioning  normally.   Cooling,  the  core  not 

consuming  any  power  “P0”  per  cycle  as  shown  in  Table  3.4.  The  core 

temperature is decreases as the CPU cooling system takes the heat out of the 

CPU chip.  As shown in Figure 3.8, the extracted curve is compliant with the 

general CPU thermal profile curve [95], [80]. The curve in Figure 3.8 consists 

of 2 sub-curves the CPU heating curve to the left and the CPU cooling curve to 

the right as the curve extraction is done within 2 simulations steps.
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Core Worming chart
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Figure 3.8 - the thermal model open loop temperature curve.

3.5 Conclusion 

This  Chapter  discusses  the  available  semiconductor  chip  simulators  and 

analysis techniques. The Chapter describes the building of the Multi-Core CPU 

chip thermal model. The floor plan is similar to the IBM MCM POWER4 chip 

scaled to 45nm technology. The floor plan is integrated to the Hotspot 4.1 

thermal simulator. The CPU open loop thermal profile curve is extracted.  The 

next Chapter discuses the implement of the different DTM controllers based on 

the tradition P controller, and the different fuzzy logic techniques.
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Chapter 4

Multi-Core CPU control design

4.1 Introduction

This  chapter  discusses  three  main  subjects:  the  CPU  DTM  problem,  the 

controller design, and the controller implementation. Section 4.2 presents the 

CPU DTM  problem.  Also  it  presents  a  new DTM  technique.  Section  4.3 

discusses  the  maximum  DTM  controller  response  time,  and  presents  the 

proposed comparison technique between different DTM controllers.  Section 

4.4 presents different DTM controller implementations based on P controller, 

2D fuzzy controller and 3D fuzzy controller. The 2D fuzzy DTM controller is 

verified using MATLAB.

4.2 The CPU DTM problem

As  shown  in  Figure  4.1;  the  CPU  reaches  the  maximum  operational 

temperature  maxT  after certain time due to maximum CPU utilization maxu . 

Thus the CPU utilization is reduced to the safe utilization safeu  in order not to 

exceed maxT .  This phenomenon is called CPU thermal throttling. Figure 4.2 

shows the comparison between the ideal case “no thermal constrains”, “low 

power  consumption  with  thermal  constraints”  case  and  “high  power 

consumption with thermal constraints” case. The addition of more cores to the 

CPU chip doesn’t increase the CPU utilization.  The curve drifts to lower CPU 

utilization  due  to  the  CPU  thermal  limitation  in  case  of  low  power 

consumption.  In  case  of  high  power  consumption;  the  CPU  utilization 

decreases by adding more cores to the CPU chip. Thus the CPU utilization 

improvement is not proportional to its number of cores.
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Figure 4.1 - thermal throttling [29].

Figure 4.2 - CPU Thermal throttling [29].
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4.2.1 Thermal Spare Core 

As a CPU is not 100% utilized all time, thus some of the CPU cores could be 

reserved  for  thermal  crises.  Consider  Figure  4.3,  when  a  core  reaches  the 

steady  state  temperature 1T ,  the  cooling  system  is  able  to  dissipate  the 

exhausted  heat  outside  the  chip.  However,  if  this  core  is  overheated,  the 

cooling system is not able to exhaust the heat outside the chip. Thus the core 

temperature increases until it reaches the thermal throttling temperature 3T  [2

]. 

The same thermal phenomena, as shown in Figure 4.3, occur due to faults in 

the cooling system [81]. The semiconductor technology permits more cores to 

be added to CPU chip. While the total chip area overhead is up to 27.9 % as 

per ITRS [82]. That means there is no chip area wasting in case of TSC. So 

reserving  cores  as  thermal  spare  core  (TSC)  doesn’t  impact  CPU over  all 

utilization.  These  cores  are  not  activated  simultaneously  due  to  thermal 

limitations. According to Amdahl’s law: “parallel speedups limited by serial 

portions” [83]. So adding more cores to CPU chip doesn’t speedup due to the 

serial portion limits. Thus not all cores are fully loaded or even some of them 

are not even utilized if parallelism doesn't  exist.  The TSC concept uses the 

already  existing  chip  space  due  to  semiconductor  technology.   From  the 

thermal point of view; the horizontal heat transfer path has for up to 30% of 

CPU chip heat transfer [84]. The TSC is a big coldspot within the CPU area 

that handles the horizontal heat transfer path. The cold TSC reduces the static 

power as the TSC core is turned off. Also the TSC is used simultaneous with 

other DTM technique. The equation 4.1 calculates number of TSCs cores. The 

selection of TSC cores number is dependant on the number of cores per chip 

and maximum power consumed per core as follow: 
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|}198/)198({| −= CmxTSC NPN (4.1)

where  TSCN  :   minimum number of TSCs,  abs  :   absolute value,  mxP  : 

maximum power consumed per core, CN  : total number of cores, 198 Watts is 

the thermal limitation of the air cooling system. Figure 4.3 shows core profile 

where  lower  curve  is  normal  thermal  behavior.  The  upper  curve  is  the 

overheated core,  1T  is the steady state temperature,  1T  corresponds to the 

temperature at  1t .  2t  is required time for a thermal spare core to takeover 

threads from the overheated core,  2T  corresponds to the temperature at  2t . 

3T  is the throttling temperature, and corresponds to the temperature at 3t .

Figure 4.3 - Core thermal throttling “upper” curve [81].

TSC technique uses the already existing cores within CPU chip to avoid CPU 

thermal throttling as follow: 
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Hot TSC: is a core within the CPU powered on but its clock is stopped. It only 

consumes static power. It is a fast replacement core. However, it is still a heat 

source. Cold TSC: is a core within the CPU chip powered off (no dynamic or 

static power consumed). It is not a heat source, but it is a slow replacement 

core. Its activation needs more time than hot TSC. But the cold TSC reduces 

the static power dissipation. Also cold TSC generates cold spot with relative 

big area that helps exhausting the horizontal heat transfer path out of the chip.

Defining tscT  as the TSC activation temperature as follow:

thtscss TTT ≤≤  (4.2)

})(,)({min TMthCTthtsc ttttt −−= (4.3) 
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Where:  ssT  :  core  steady  state  temperature.  tscT :  The  temperature  that 

triggers TSC process.  thT  :  CPU throttling temperature.  tsct  :  The time of 

activating TSC. tht   : The time required to reach thermal throttling. CTt  : The 

estimated time required for completing the current tasks within the over heated 

core. This information is not always accurate at run time. TMt  : Time required 

migrating threads from over heated core to TSC.  If any core reaches tscT then 

the DTM controller will  inform the OS to stop assigning new tasks to this 

overheated core. Thus the OS doesn’t assign any new task to the overheated 

core.  Therefore,  tscT  is  not  predefined  constant  temperature  but  variable 

temperature between ssT  and  thT . The DTM selects  tscT  depending on the 

minimum time required to evacuate the over heated core. 

4.2.2 TSC illustration

This section illustrates the thermal spare cores (TSC) technique

 Figure 4.4  - The CPU congestion due to thermal limitations

As  shown in  Figure  4.4,  the  CPU is  100% utilized  for  duration  about  50 

seconds. The OS realizes that the CPU congestion. The CPU executes its tasks 

slowly. In fact the CPU suffers from thermal throttling. This CPU utilization 

curve  shows  CPU  congestion  from  OS  point  of  view  due  to  thermal 

limitations.
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 Figure 4.5 - Activating TSC during the CPU thermal crises

As  shown  in  Figure  4.5,  The  DTM  controller  detected  the  CPU  high 

temperature.  Thus  the  DTM controller  executes  the  TSC algorithm.  At  40 

seconds time line, a TSC core replaces a hot core. The handover between the 

hot core the TSC core lead to a CPU peak. But The CPU improves its speed 

after  that  peak;  as  the  TSC  is  still  cold  relatively  and  operates  at  higher 

frequency. At 86 seconds, the CPU reaches thermal throttling again. Thus the 

CPU reaches congestion again.  So the activation of a TSC core during the 

CPU thermal crises decreases the duration of the CPU degradation from 50 

seconds to 15 seconds duration. 

 Figure 4.6 - Activating many TSC during the CPU thermal crises

As shown in Figure  4.6,  the activation of 3 TSC cores during the thermal 

crises  at  25  seconds,  45  seconds  and  85  seconds  time  lines  respectively 

increases the CPU utilization.  The CPU executes its tasks normally without 

congestion rather than some CPU peaks. AS this CPU chip has many spare 

cores; the DTM controller activates the required TSC during the CPU thermal 

crises. So the CPU avoids the thermal throttling theoretically.
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4.3 DTM Controller Design

This thesis scope covers the following DTM controller design specifications: 

symmetric Multi-Core CPU, cooling system limitation, Dynamic Voltage and 

Frequency Scaling (DVFS) and the CPU resources utilization.  The controller 

design  like  all  engineering  designs  involves  tradeoffs  by  a  satisfactory 

compromise among the design goals [85].The DTM controller design involves 

the core operating frequency, the core temperature, the power consumed per 

core and the total CPU utilization. From feedback control point of view, the 

CPU cores  are  heat  sources.  The DTM controller  goal  is  to  decrease  their 

thermal effect (inner control loop in Figure 4.7). The cores are performance 

improvement tools. It is required to utilize them as much as possible (outer 

control loop in Figure 4.7). The enhanced feedback control DTM system has 

an  inner  loop  for  local  temperature  control  and  outer  loop  for  the  CPU 

utilization [8]. As shown in Figure4.7, the sets of four bold lines represent the 

sets  of  data  from  each  core.  The  DTM  controller  selects  the  maximum 

operating  frequency  depending  on  the  thermal  constrains.  If  the  core 

temperature is high; then the DTM controller will perform a distributed DVFS 

policy for each core based on P or PI control [8]. DVFS reduces the effect of 

hotspots.  This  increases  cooling  system  efficiency.  In  case  of  thermal 

emergency, the DTM controller performs global DVFS policy or even “stop-

go” for all cores as a last resort.

Fuzzy Controller CPU workload

Tasks per Core (Thread-
core)

PI controller
Cores hotspot
temperatures

Thermal sensors
Watches cores

hotspots.

_
+

_
+

Total CPU performance
Minimum Threshold

Core Maximum
Temperature
Threshold

DTM control Vector

Figure 4.7 - The DTM control system [8].
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When the CPU temperature reaches the maximum operating temperature maxT

,  the DTM controller performs failsafe strategy to avoid the CPU hardware 

damage.  As  shown  in  Figure  4.8,  the  enhanced  DTM  system  takes  into 

consideration  the  cooling  system,  the  cores  temperatures,  and  the  cores 

operating frequencies. 

DTM controller

Temperature  Sensors
Thermocouple {Real  sensor }

OS temperature estimation { virtual sensor }

Core
0

Core
1

Core
n

Clock

Cloc
k

Clock

Cores Temperatures

Operating System

Cores Temperature estimation

The Dynamic Interaction
between DTM and OS

preventing The CPU Thermal Throttling

Figure 4.8 - Enhanced DTM systems

The  overall  temperature  of  Multi-Core  CPU  is  highly  correlated  with 

temperature  of  each  core.  Hence,  the  thermal  model  for  single  processor 

environments  can  not  be  directly  applied  in  Multi-Core  CPU  due  to  the 

potential heterogeneity. The DTM schemes considering the thermal correlation 

effect  among the  neighboring  cores  enhances  the  Multi-Core  CPU thermal 

behaviors [86]. 

In order to reach the required high CPU utilization under thermal constraints, 

fuzzy DTM controller interact with the traditional P controller in the feedback 

control  systems  as  shown  in  Figure  4.8.  The  traditional  fuzzy  set  is  two-

dimensional  (2D) with  one  dimension for  the  universe  of  discourse  of  the 

variable and the other for its membership degree. The fuzzy control handles 

the CPU thermal process without knowing its transfer function. This simplifies 

the DTM controller design and reduces design time [87].
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This 2D fuzzy set is not able to handle the spatial information. The traditional 

fuzzy logic controller (FC) developed from this 2D fuzzy set is not able to 

control the distributed parameter system. A three-dimensional (3D) fuzzy set is 

defined to be made of a traditional fuzzy set and an extra dimension for spatial 

information.  Based  on  concept  of  the  3D  fuzzy  set,  a  new  fuzzy  control 

methodology is used to control the distributed parameter system. Similar to the 

traditional  FC,  it  still  consists  of  fuzzification,  rule  inference,  and 

defuzzification  operations.  Different  to  the  traditional  FC,  it  uses  multiple 

sensors to provide 3D fuzzy inputs  and possesses the inference mechanism 

with 3D nature that can fuse these inputs into a so called “spatial membership 

function”.  Thus, a simple 2D rule based is used for two obvious advantages. 

One  is  that  rules  will  not  increase  as  sensors  increase  for  the  spatial 

measurement;  the  other  is  that  computation  of  this  3D  fuzzy  inference  is 

reduced for real world applications [16].  The 3D fuzzy DTM controller could 

handle the thermal correlation effect among neighboring cores. The thermal 

correlation is based on “hotspot distance” between the each core. The hotspot 

point per core is selected as the highest temperature point within this core. The 

hotspot  distance is  calculated as the distance between these  hotspot  points. 

Figure  4.9  illustrates  the  calculation  of  the  hotspot  distances  between core 

“C0”  and  the  other  cores  “C1  till  C7”.  Thus  the  thermal  correlations  are 

calculated as function of the hotspot distances between the different cores. The 

hotspot distances changes depending on the hotspot location per core. The 3D 

fuzzy DTM controller is a solution of the online thermal dependencies. The 

operating system (OS) hosts the fuzzy DTM controller. The DTM controller 

receives the cores temperatures and operating frequencies. Then it selects the 

appropriate  core  clock frequency  depending on  the  correlation  between  all 

cores. If any core reaches the maximum operating temperature maxT , the DTM 

fuzzy controller  informs OS to  stop  assigning new tasks.  The  DTM fuzzy 

controller uses the  advanced configuration & power interface (ACPI). As the 

ACPI  is  an  industry-standard  interface  enabling  OS-directed  configuration, 

power  management,  and  thermal  management  of  different  CPU 
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architectures. The  ACPI  interaction  is  already  applied  for  example  with 

“Intel® core TM duo processor" [88]. The ACPI defines the core utilization 

states relative to DVFS. So the  fuzzy DTM controller based on the OS level 

selects the power state for each core. 

Figure 4.9 - The core thermal correlations hotspot distances “HS”.

4.3.1 The Maximum DTM Controller Delay

The required DTM controller speed to adjust the CPU thermal profile is 

calculated as follow:  )( ocomxDTM ttt −<

(4.4)

Where  DTMt  :  the maximum DTM controller delay time,  omxt  :   the time 

required to reach open loop maximum operational temperature, oct  : the time 

required to reach open loop control temperature. Figure 4.10 is an example for 

the selection of the maximum operational temperature “85 °C”; assuming that 

the maximum open loop control temperature is 84 °C.  omxt  = 1135 seconds 

and oct  = 1125 seconds thus DTMt  < 10 seconds which is a feasible value for 

the real–time applications. 
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The Core Warming chart
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Figure 4.10 - Example of the maximum Controller delay time calculation

4.3.2 DTM Evaluation Index

An evaluation index for the DTM controller outputs is required. As per the 

thermal throttling definition in section 4.2, “the operating frequency is reduced 

in  order  not  to  exceed  the  maximum  temperature”.  Both  frequency  and 

temperature changes are monitored as there is a non linear relation between the 

CPU frequency and temperature. One of the DTM objectives is to minimize 

the  frequency  changes.  The  core  theoretically  should  work  at  open  loop 

frequency for higher utilization. But due to the CPU thermal constrains the 

core frequency is decreased depending on core hotspot temperature.
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The second DTM objective is to decrease the CPU temperature as much as 

possible without affecting the CPU utilization. A multi-parameters evaluation 

index  tζ is  proposed.  It  consists  of  the  summation  of  each  parameter 

evaluation during normalized time period. This index is based on the weighted 

sum method [97]. The objective of multi-parameters evaluation index shows 

the different parameters effect on the CPU response. Thus the designer selects 

the suitable DTM controller that fulfils his requirements. The multi-parameters 

evaluation index permits the selection of DTM design that provides the best 

frequency parameter value without leading to the worst temperature parameter 

value.

The DTM evaluation index tζ calculation consists of 5 phases:

1- Identify the required parameters

2- Identify the design parameters ranges

3- Identify the desired parameters values of each range Desired
ijσ

4- Identify the actual parameters values of each range Actual
ijσ

5- Evaluate each parameter and the over all multi- parameter evaluation index 

∑
=

=
l

i
it

1

λζ

(4.5)

The parameter iλ  value during the evalaution time period is the summation of 

the evaluation ranges divided by the number of ranges im .

∑
=

=
im

j
iji

im 1

1 σλ (4.6)

Each evaluation range ijσ  is evaluated over a normalized time period 
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ij σ

σσ = (4.7)

Actual
ijσ  is the actual percentage of time the CPU runs at that range

Desired
ijσ  is the desired percentage of time the CPU runs at that range

The iλ value should be 1 or near 1. If  1<iλ  then the CPU runs less time 

than the desired within this range. If  1>iλ  then the CPU runs more time 

than the desired within this range. Thus the multi-parameters evaluation index 

equation is:

)(
1

Desired

Actual
ij

1

1 ∑∑
==

=
im

j ij

l

i
t

im σ
σζ (4.8)

The DTM controller evaluation index desired value should be lt =ζ  or near 

l ,  where  l  is  the number of  parameters.  The Multi-parameters  evaluation 

index  permit  the  designer  to  evaluate  each  rang  independent  on  the  other 

ranges and also evaluate the over all DTM controller response. 

The multi-parameters  evaluation index is  flexible  and accepts  to  add more 

evaluation parameters.  This  permits  the DTM controller designer  to add or 

remover  any parameter  without  changing the  evaluations  algorithm.  Figure 

4.11 shows an example of the parameter  iλcalculation. In this example the 

parameter  iλ is  the  temperature.  The  temperature  curve  is  divided  into  3 

ranges:  High  (H)  –  Medium (m)  –  Low (L),  these  ranges  are  selected  as 

follow: High “greater than78 °C”, Medium “between 74 °C and 78 °C”, and 

Low “lower than 72 °C”.  The actual parameters values of each range Actual
ijσ is 

calculated as follow:    Actual
High iσ  = 20.5%, Actual

 Medium iσ = 76%, and Actual
Low iσ =3.5%

Chapter  5  discusses  the  implementation  of  the  DTM  evaluation  index  in 

details.
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4.4 The DTM Controller Implementation

This section discusses the different control techniques use for implementing 

the DTM controller.

4.4.1The Proportional DTM Controller

The proportional controller performs DVFS for each core.  As described in 
section 2.3.4 the DVFS policy involves more of a continuous adjust scheme. 
A  set  point  is  used  below  the  thermal  threshold.  P  controller  adapts  the 
frequency and voltage levels towards this target threshold [8]. The integration 
of  the  P  controller  to  the  Hotspot  4.1  thermal  simulator  automates  the 
temperature control. A shell script called “Mediator” is the interface between 
the P controller and the thermal simulator.  The mediator  script  calls  the P 
controller subroutine for each core. It is functioning as if there are 8 SISO P 
controllers without correlation. The P controller gain tuning is done manually 
until reaching the optimal utilization. The DTM P controller block diagram is 

shown in Figure 4.12. The threshold maxT  equals 80 °C, Te is a safety margin 

of  5  °C,  and  the  feedback  control  selects  the  appropriate  power  profile 
proportional to the temperature deviation. The DTM P controller objective is 

not  to  make  the  Core  work  at  maxT ;  while  its  objective  is  to  select  the 

operating frequency proportional to  maxT . The P controller select maximum 

frequency if Te  is maximum and vice versa.   

The  power  profile  is  proportional  to  the  operating  frequency.  With  high 

temperature  deviation  from the  maximum threshold,  the  core  runs  at  high 

operating frequency and vise versa. When the temperature deviation reaches 

zero, the core fails safe as it reaches the maximum operating temperature.

P controller 
select the 
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Thermal 
sensors

Watches Cores 
hotspots 

Temperatures

CPU Work 
load fPTe

T

Core Maximum 
Temperature

Threshold
ThroughputCompare
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Figure 4.12 - the DTM P controller block diagram.

4.4.2 2D Fuzzy DTM Controller Implementation

The 2D fuzzy DTM controller in Figure 4.13 is based on fuzzy logic control. 

The block diagram consists of P controller adjusting core operating frequency 

at  time  n  depending  on  the  core  local  hotspot  temperature  at  time  n-1. 

Assuming there is 1 sample delay due to the thermal simulator behavior; the 

same P controller described in section 4.4.1 is used to perform DVFS. The P 

controller generates the output control vector as the operating frequencies of 

each  core.   A  fuzzy  controller  (FC)  follows  the  P  controller.  This  fuzzy 

controller adjusts the output frequency control vector depending on rules based 

design. As shown in Figure 4.13 both the P controller and the fuzzy controller 

collect the feedback temperature deviations. The P controller selects the core 

operating frequency at time n. The P controller output is compared to CPU 

maximum operating frequency. The fuzzy controller inputs are the frequency 

deviation, the frequency deviation change, the temperature deviation, and the 

temperature  deviation  change  at  time  n.  Thus  the  fuzzy  controller  output 

depends  on  the  CPU utilization  and the  core  hotspot  temperature.  The  2D 

fuzzy DTM controller doesn’t take into consideration the correlation between 

the  cores  operating  frequencies  and  their  hotspot  temperatures.  The  fuzzy 

controller output is calculated using the fuzzy center of area [87].
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Figure 4.13 - the general fuzzy DTM controller block diagram

The 2D-FC is designed as follow [89]:

1- Define the control objectives: 

The DTM controller is controlling the total CPU throughput under thermal 

constrains. The FC selects each core operating frequency. It is required to have 

the maximum possible CPU throughput under thermal constrains. The CPU 

maximum temperature maxT  doesn’t exceed maxT 80 °C for each core.  Where 

the maximum frequency maxf = 100 and controlT  = 70 °C

2- Determine the input and output relationships 

The  inputs:   for  each  core  at  step  n  the  FC  is  receiving  the  temperature 

deviation, the temperature deviation change, the frequency deviation, and the 

frequency deviation change. The outputs: each core operating frequency at step 

n+1.  The  relationships:  at  step  n  CPU throughput  is  proportional  to  cores 

operating frequency. 

ne fff −= max       (4.9)
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Where ef is the core operating frequency deviation at time n,  nf is the core 

operating frequency at time n, and maxf is the maximum operating frequency.

ne TTT −= max      (4.10)

eT  is the core temperature deviation at time n, nT is the core temperature at 

time n, and maxT is the maximum temperature at time n. 

1−∆ −= eee fff       (4.11)

Where ef∆  is the core operating frequency deviation change at time n, and ef  

is the operating frequency deviation at time n, 

1−∆ −= eee TTT     (4.12)

eT∆ is The core operating temperature deviation change at time n, and  eT  is 

the operating temperature deviation at time n. 

The fuzzy outputs: Maximum Operating Frequency " maxf ", Dynamic Voltage 

& Frequency Scaling "DVFS" output response,  Thermal Spare Core "starts 

TSC" output response and Fail Safely "FS". 

The rules space contains 120 rules as per Appendix Table 4 while there are 

only 78 valid fuzzy rules. The 78 fuzzy rules are implemented according to the 

Meta decisions rules below:

Rule1: if the core temperature deviation is a very large negative “VLN” then 

the  core  operates  at  the  maximum operating  frequency independent  on the 

other fuzzy variables.

Rule2: if the core temperature deviation is in within the zero range “ZZ” then 

the core fails safe independent on the other fuzzy variables.
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Rule3: if the core temperature deviation is a very small negative “VSN” then 

the TSC technique is triggered and the core is offloaded independent on the 

other fuzzy variables.

Rule4: if the core temperature deviation is a small negative “SN” and the core 

frequency deviation is  in one of  these states:  a  zero range “ZZ” or  a zero 

negative  range  “ZN”  or  a  very  small  negative  “VSN”  then  the  DVFS 

techniques is triggered. 

Rule5: if the core temperature deviation is a large negative “LN” and the core 

frequency deviation is in one of these states: a large negative “LN” or a small 

negative range “SN” or a very large negative “VLN” then the TSC techniques 

is triggered. 

Rule6: if  the core temperature deviation is  a small  negative “SN” then the 

DVFS techniques  is  triggered  independent  on  the  core  temperature  change 

deviation or the core frequency change deviation.

Rule7: if the core frequency deviation is a very large negative “VLN” or a 

large negative “LN” then the core operate at the maximum operating frequency 

independent on the core frequency change deviation.

Rule8: if the core frequency deviation is a small negative “SN” and the core 

frequency change deviation is a positive “PP” or the core temperature change 

deviation is a zero negative range “ZN” then the core operates at the maximum 

operating frequency.

Rule9: if the core frequency deviation is a small negative “SN” and the core 

frequency change deviation is a negative range “ZN” or the core temperature 

change deviation is a positive “PP” then the DVFS techniques is triggered.
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Rule10: if the core frequency deviation is a very small negative “VSN” and 

the core frequency change deviation is a zero negative range “ZN” or the core 

temperature change deviation is a positive “PP” then the DVFS techniques is 

triggered.

Rule11: if the core frequency deviation is a very small negative “VSN” and 

the core frequency change deviation is a zero negative range “ZN” or the core 

temperature change deviation is a positive “PP” then the TSC techniques is 

triggered.

Rule12: if the core frequency deviation is within the zero negative range “ZN” 

then the TSC techniques is triggered independent on the other fuzzy variables.

Rule13: if the core frequency deviation is in the zero range “ZZ” and the core 

frequency change deviation is with in the zero negative range “ZN” or the core 

temperature change deviation is with in the zero negative range “ZN” then the 

DVFS techniques is triggered.

Rule14:  if the core frequency deviation is within the zero range “ZZ” and the 

core frequency  deviation change is a positive “PP” or the core temperature 

deviation change  is  a  positive  “PP”  then  the  TSC techniques  is  triggered. 

Figure 4.14 shows the 2D fuzzy DTM controller implementation

Membership functions: 

Table  4.1  summarizes  the  input  fuzzy  variables  and  their  associate 

membership functions. All membership functions have Normal distribution in 

the following proof of concept design implementation. Table 4.2 presents the 

mean and the standard deviation of the input membership functions (MSF). 

The  temperature  deviation  is  represented  by  5  input  MSF m1 to  m5.  The 

temperature deviation change is represented by 2 input MSF m6 to m7. The 

frequency deviation is represented by 6 input MSF m8 to m13. The frequency 

deviation change is represented by 2 input MSF m14 to m15. 
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In  total,  this  design  includes  15  input  membership  functions.  The  output 

membership functions are tuned per DTM controller. Chapter 5 discusses these 

MSF  in  details.  The  output  MSF  tuning  has  great  effect  on  fuzzy  DTM 

controller behavior. In general we have four outputs MSF Max - DVFS - TSC 

MSF -  FS.  The  “center  of  area"  algorithm is  used  for  the  defuzzification 

process [87]. 

Table 4.1 Fuzzy inputs

Frequency deviation ef  inputs Temperature deviation eT  inputs

ZZ zero ZZ zero

ZN zero or negative VSN very small negative

VSN very small negative SN small negative

SN small negative LN large negative

LN large negative VLN very large negative

VLN very large negative

Frequency deviation change ef∆ Temperature deviation change eT∆  

PP positive PP positive 

ZN zero or negative ZN zero or negative

Table 4.2 Input MSF Normal Distribution Configurations.

The Input MSF Mean Standard Deviation 
m1 0 0.5
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m2 -2.5 -0.75
m3 -5 1
m4 -8 0.75
m5 -10 0.5
m6 -5 2
m7 5 2
m8 -100 5
m9 -80 75

m10 -60 10
m11 -40 75
m12 -20 10
m13 0 5
m14 -50 20
m15 50 20
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Figure 4.14  2D-fuzzy DTM of a single Core “C0”
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4.4.3 3D Fuzzy Problem Formulation

The 3D fuzzy control is able to handle the correlation between the different 

variable parameters of a distributed parameter system [16]. Thus the 3D fuzzy 

logic is able to process the Multi-Core CPU correlation information. The 3D 

fuzzy  control  demonstrates  its  potential  to  a  wide  range  of  engineering 

applications. The 3D fuzzy control is feasible for real-time world applications 

[16]. The thermal management process is a distributed parameter systems [90]. 

The  thermal  management  process  is  represented  by  the  nonlinear  partial 

differential equations [91][92]. 

Figure 4.15 Actuator u and the measurement sensors at p point [16].

Figure  4.15  presents  a  nonlinear  distributed  parameter  system  with  one 

actuator  ( 1=γ ).  Where  p point  measurement  sensors  are  located  at 

pzzz ,......,, 21  in  the  one-dimensional  space  domain  respectively  and  an 

actuator  u  with some distribution acts on the distributed process. Inputs are 

measurement  information  from  sensors  at  different  spatial  locations.  i.e., 

deviations  peee ,......,, 21 and  deviations  change  peee ∆∆∆ ,......,, 21  where 

),()(1 nzyzye iid −=  ,  )1()( −−=∆ nenee iii

)( id zy  denotes the measurement value from location iz , 1, −nn denote the n  

and  1−n  sample time input. The output relationship is described by fuzzy 

rules  extracted from knowledge.  Since  p  sensors are  used to  provide  p2

inputs.  The rule based is p2 dimensional with the following structure [93]:
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j
pp

jj
pp

jj
miso FisdandandFisdandEdandandEisdifR 222121111111 ........:

jKisuThen  Where  ii ed =1  and  ii ed ∆=2 ,  pi ,....,2,1= ,  j
misoR

denotes the thj rule )......,2,1( Mj = jK , j
tiE ,  j

tiF ),...2,12,1( piandt ==

denote  traditional  fuzzy  set, u denotes  the  control  action  IRUu ⊂∈  

under that rule structure, assuming that for each input  ie and ie∆ ,  M labels 

are designed respectively. As more sensors are used in space domain,  then 

more  spatial  information  is  processed.  So  the  fuzzy  rules  expand 

exponentially. 

Figure 4.16 - 3D fuzzy set [16]

The 3D fuzzy control system is able to capture and process the spatial domain 

information defined as the 3D FC. One of the essential elements of this type of 

fuzzy system is the 3D fuzzy set used for modeling the 3D uncertainty. A 3D 

fuzzy set  is  introduced in Figure 4.16 by developing a third dimension for 

spatial information from the traditional fuzzy set. The 3D fuzzy set defined on 

the universe of discourse X and on the one-dimensional space is given by:
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},),(),,{( ZzXxzxzxV
V

∈∈∀= µ  And 1),(),,{(0 ≤≤ zxzx
V

µ (4.13)

When  X and  Z are  discrete,  V is  commonly  written  as 

),(/),( zxzxV
Zz Xx V∑ ∑∈ ∈

= µ  Where  ∑ ∑  denotes union over all admissible  x  

and z  .

Using  this  3D  fuzzy  set,  a  3D  fuzzy  membership  function  (3D  MSF)  is 

developed to describe a relationship between input x  and the spatial variable 

z with the fuzzy grade u  . 

Figure 4.17 - 3D fuzzy system [16].
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Theoretically, the 3D fuzzy set or 3D global fuzzy MSF is the assembly of 2D 

traditional fuzzy sets at every spatial location [16]. However, the complexity of 

this global 3D nature may cause difficulty in developing the FC. Practically, 

this 3D fuzzy MSF is approximately constructed by 2D fuzzy MSF at each 

sensing  location  [16].  Thus,  a  centralized  rule  based  is  more  appropriate, 

which avoid the exponential  explosion of rules when sensors increase.  The 

new FC has the same basic structure as the traditional one.  The 3D FC is 

composed  of  fuzzification,  rule  inference  and  defuzzification  as  shown  in 

Figure 4.17. Due to its unique 3D nature, some detailed operations of this new 

FC are different from the traditional one. Crisp inputs from the space domain 

are first transformed into one 3D fuzzy input via the 3D global fuzzy MSF. 

This 3D fuzzy input goes through the spatial information fusion and dimension 

reduction to become a traditional 2D fuzzy input. After that, a traditional fuzzy 

inference  is  carried  out  with  a  crisp  output  produced  from  the  traditional 

defuzzification  operation.  Similar  to  the  traditional  2D  FC,  there  are  two 

different fuzzifications: singleton fuzzifier and non-singleton. 
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A singleton fuzzifier is selected as follows: Let A be a 3D fuzzy set, x  is a 

crisp input,  Xx ∈ and  z is a point  Zz ∈  in one-dimensional space  Z .  The 

singleton  fuzzifier  maps  x into  A in  X at  location  z  then  A s  a  fuzzy 

singleton with support  'x  if  1),( =zx
A

µ for  'xx = ,  'zz =  and  0),( =zx
A

µ  

for all other Xx ∈ , Zz ∈  with 'xx ≠  , 'zz ≠  if finite sensors are used. This 

3D  fuzzification  is  considered  as  the  assembly  of  the  traditional  2D 

fuzzification at each sensing location. Therefore, for  p discrete measurement 

sensors  located  at  pzzz ,......,, 21  shown  in  Figure  4.15, 

)](),...,(),([ 21 zxzxzxx jz =  is  defined  as  J crisp  spatial  input  variables  in 

space domain  },......,,{ 21 pzzzZ =  where  ),...,2,1()( JjIRXzx jij =⊂∈ denotes 

the crisp input at the measurement location izz =  for the spatial input variable 

)(zx j  , jX  denotes the domain of )( ij zx . The variable )(zx j is marked by “

z ” to distinguish from the ordinary input variable, indicating that it is a spatial 

input variable. The fuzzification for each crisp spatial input variable  )(zx j is 

uniformly expressed as one 3D fuzzy input xjA in the discrete form as follows:

)),((/)),(( 1)( 111
11

zzxzzxA
Zz Xzx XX ∑ ∑∈ ∈

= µ

:

)),((/)),((
)(

zzxzzxA jZz Xzx jXjXj
jj

∑ ∑∈ ∈
= µ

:

)),((/)),((
)(

zzxzzxA JZz Xzx JXJXJ
JJ

∑ ∑∈ ∈
= µ (4.14)

Then, the fuzzification result of J crisp inputs zx  can be represented by
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)}),((*..*)),({(/)}),((*..*)),(({..... 1)( 11)()(11 22
zzxzzxzzxzzxA JZz Xzx JXJXXzxXzxX

JJ
∑ ∑ ∑∑∈ ∈ ∈∈

= µµ
(4.15)

Where * denotes the triangular norm; t-norm (for short) is a binary operation. 

The t-norm operation is equivalent to logical AND. Also it has been assumed 

that the membership function XA
µ  is separable [92]. 

Using the 3D fuzzy set, the thγ  rule in the rule based is expressed as follows: 

γγγγ
GisuthenCiszxandandCiszxifR JJ )(.......)(: 11

(4.16)
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Where  γ
R denotes  the  thγ  rule  ),....,2,1( N=γ  ),...,2,1(),( Jjzx j =  denotes 

spatial input variable  γ
JC  denotes 3D fuzzy set, u denotes the control action 

IRUu ⊂∈ , γG  denotes a traditional fuzzy set  N is the number of fuzzy 

rules, the inference engine of the 3D FC is expected to transform a 3D fuzzy 

input into a traditional fuzzy output. Thus, the inference engine has the ability 

to cope with spatial information. The 3D fuzzy DTM controller is designed to 

have  three  operations:  spatial  information  fusion,  dimension reduction,  and 

traditional inference operation as shown in Figure 4.18.  The inference process 

is  about  the  operation  of  3D  fuzzy  set  including  union,  intersection  and 

complement operation. Considering the fuzzy rule expressed as the (4.16), the 

rule presents a fuzzy relation  γγγγ
GCCR J →××.......: 1 ),....,2,1( N=γ thus, 

a traditional fuzzy set is generated via combining the 3D fuzzy input and the 

fuzzy relation is represented by rules.

The  spatial  information  fusion  is  this  first  operation  in  the  inference  to 

transform the 3D fuzzy input XA  into a 3D set γW appearing as a 2D fuzzy 

spatial distribution at each input zx .  γW is defined by an extended sup-star 

composition  on  the  input  set  and  antecedent  set.  Figure  4.19  gives  a 

demonstration of  spatial  information fusion in the  case of  two crisp inputs 

from the space domain Z , )](),...,(),([ 21 zxzxzxx jz = . 

This spatial 3D MSF, is produced by the extended sup-star operation on two 

input sets from singleton fuzzification and two antecedent sets in a discrete 

space  Z at  each  input  value  zx .  An  extended  sup-star  [93]  composition 

employed on the input set and antecedent sets of the rule, is denoted by 

)...1()...( 1

γγγγγ
JCCAW oJo XCCxA ××=×× (4.17)
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The grade of the 3D MSF derived as   ),()(
)...1(

zxz z
JCC

oXAW γγµµ γ ××
= (4.18)

)],(...*),([sup)(
111 )(,......,)( zxzxz zCCzXAXzxXzxW JJJ

γγγ
µµµµ ××= ∈∈  Where Zz ∈ and

* denotes the t-norm operation. 

...*)),((*)),((*......*)),(([sup)( 111)(,......,)(
111

zzxzzxzzxz
CJXJAXAXzxXzxW JJ

γγ µµµµ ∈∈=

)]),((*....*)),((*.. 1
1

zzxzzx JCC J
γγ µµ

)),(([{sup*......*)]}),(()),(([{sup)( )(111)(
111

zzxzzxzzxz JXJAXzxCXAXzxW JJ
µµµµ γγ ∈∈= )]}),(( zzxJC J

γµ  The  dimension  reduction 

operation is to compress the spatial distribution information ),,( zxz µ  into 2D 

information  ),( µzx  as  shown  in  Figure  4.19.  The  set  γW shows  an 

approximate fuzzy spatial distribution for each input zx  in which contains the 

physical information. The 3D set γW is simply regarded as a 2D spatial MSF 

on the plane ),( zµ  for each input zx  . 

Thus, the option to compress this 3D set γW into a 2D set γφ is approximately 

described as the overall impact of the spatial distribution with respect to the 

input zx .The  traditional  inference  operation  is  the  last  operation  in  the 

inference. Where implication and rules’ combination are similar to those in the 

traditional inference engine. 

Uuuu GV ∈= ,)(*)( γµφµ γ
γ

(4.19)

Where  *  stands  for  a  t-norm,  )(uG γµ  is  the  membership  grade  of  the 

consequent set of the fired rule γ
R
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Finally, the inference engine combines all the fired rules (4.20) .Where γV the 

output is fuzzy set of the fired rule γ
R , 'N denotes the number of fired rules 

and V denotes the composite output fuzzy set.


'

1

N
VV

=
=

γ γ  (4.20)

The traditional defuzzification is used to produce a crisp output. The center of 

area (COA) is chosen as the defuzzifier due to its simple computation [87].

∑
∑

=

==
'

1

'

1

N

N
C

u

γ
γ

γ
γγ

µφ

µφ
(4.21)

Where  UC ∈γ  is  the  centroid  of  the  consequent  set  of  the  fired  rule  γ
R

)',....,2,1( N=γ which  represents  the  consequent  set  γG in  (4.19),  'N is  the 

number of fire rules NN ≤'

For Multi-Core CPU system; each core is considered as heat source. The heat 

condiction Q pation is inverse propositional to the distance between the heat 

sources  (4.22)  [89].   The  nearest  hotspot  has  the  highest  effect  on  core 

temperature  increase.  Also  the  far  hotspot  has  the  lowest  effect  on  core 

temperature increase. 

d

TA
Q

∆= σ
(4.22)

Where  Q  is the heat conducted,  σ  the thermal conductivity,  A the cross-

section area of of heat path (costant value), T∆  the temperature difference at 

the hotspots locations, d  the length of heat path (the distance between the heat 

sources)

Thus the 3D FC is taking into considerations the correlation between other 

cores operating frequency and temperature as follow: 

The 3D MSF gain ijG  is selected as the inverse the distance between 2 cores 

hotspots locations
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ijDD GMSFMSF ∑= 23 (4.23)

Where DMSF2  the 2D MSF, ijG  the correlation gains between core i and core 

j. ijG is not a constant value as the hotspots locations are changing during the 

run time. The maximum gain = 1 in case of calculating the correlation gain 

locally iiG .

The 3D FC is based on 32 variables as follow [87]:

The inputs 3D fuzzy variable at step n for each core are: 8 frequency deviation 

variables calculate as per (4.7), 8 temperature deviation variables calculate as 

per (4.10), 8 frequency deviation change variables calculate as per (4.11), and 

8 temperature deviation change variables calculate as per (4.12).  The output: 

for  each core,  the  output  is  the  core  operating frequency at  step n+1.  The 

relationships:  at  step  n  CPU throughput  is  proportional  to  cores  operating 

frequency.  The core operating frequency is also proportional to the power 

consumption.  The  maximum  power  consumption  leads  to  the  maximum 

temperature increase. 

In order to compare between the 2D FC and the 3D FC responses, the same 

configuration describe in section 4.4.2 as reused with the 3D FC as follow: the 

same the control  objectives in section 4.4.2.  The same fuzzy inputs  as per 

Table 4.1, the same Meta decisions rules section 4.4.2, the same rule space , 

the same input 2D MSF Normal distribution configurations as per Table 4.2.

Also The output membership functions are tuned per DTM controller. Chapter 

5  discusses  these  outputs  MSF in details.  In  general  we have four  outputs 

MSF: Max - DVFS - TSC MSF - FS.  Thus the only design different between 

the 2D FC and the 3D FC that the 3D FC DTM takes into consideration the 

surrounding core hotspot temperatures and their operating frequencies. Figure 

4.20 shows the 3D fuzzy DTM controller implementation.
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Figure 4.18 - the 3D-FC operation details [16]

Example

As shown in  Figure  4.18;  the  number  of  p sensors  =  5  ;  the  sensors  are 
located at  521 ,......,, zzz  Two crisp input,  Xx ∈ and  z is a point  Zz ∈  in 
one-dimensional  space  .  For  5=p discrete  measurement  sensors  located at 

521 ,......,, zzz  shown in Figure 4.19,  )](),([ 21 zxzxxz =  is defined as  J  is 
two crisp spatial input variables in space domain  },......,,{ 521 zzzZ =  where 

)2,1()( =⊂∈ jIRXzx jij . The fuzzification for each crisp spatial input variable 
)(zx j is uniformly expressed as the 3D fuzzy inputs are 1xA and 2xA   in the 

discrete form. As shown in Figure 4.19; 1
µ  values are the local substitutions 

of  )(1 zx  in  each  2D  MSF  at  each  z  location.  2
µ  values  are  the  local 

substitutions of )(2 zx in each 2D MSF at each z location . 1W
µ  values are the 

sup-star composition of  1
µ and 2

µ at each z location as shown in The Table 
4.3. The sup-star composition in the fuzzy inference engine becomes a sup- 
minimum composition.

89



Figure 4.19 - Spatial information fusion at each crisp input zx  [16]

Table 4.3 - 3D Fuzzy with Two crips input example
)(1 zx )(2 zx z 1

µ
2

µ
1W

µ

- 0.5 - 0.6 0.0 0.8 0.4 0.4
0.0 0.2 0.5 0.8 0.9 0.8
0.3 0.1 0.25 0.9 1 0.9
0.7 0 0.75 0.6 0.7 0.6
0.2 -0.1 1 0.8 0.3 0.3
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Figure 4.20   3D-Fuzzy DTM controller of a single Core “C0”
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4.4.4 The Validation of the Fuzzy DTM Rules 

The MATLAB fuzzy tool box is used for validating the designed fuzzy DTM 

controller before the integration with the thermal model. The fuzzy rules are 

the same as the Meta decisions rules discussed in section 4.4.2. For simplicity; 

the  temperature  deviation  and  the  frequency  deviation  rules  are  tested  by 

MATLAB without correlation between the cores. The fuzzy logic (FL) engine 

inputs are the core operating frequency deviation (4.7) and the core operating 

temperature  deviation  (4.10).  The  fuzzy  membership  functions  (MSF)  are 

shown  in  Figure  4.21,  Figure  4.22,  and  Figure  4.23.  All  fuzzy  DTM 

membership functions have Normal distribution the same as section 4.4.2. The 

temperature deviation is represented by 5 MSF. The frequency deviation is 

represented by 6 MSF. The output deviation is represented by 4 MSF. The 

centroid algorithm is used for defuzzification. 

Figure 4.21 - the temperature deviation membership functions.
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As  shown  in  Figure  4.24  the  temperature  deviation  variable  eT  and  the 

frequency  deviation  ef  variables  are  generated  using  MATLAB  random 

Gaussian generator. The fuzzy DTM controller output is shown in Figure 4.25. 

The lower graph shows random frequency deviation  ef .  The middle graph 

shows the temperature deviation eT . The upper graph shows the fuzzy DTM 

controller response. If the value of DTM controller output is lower than 4 the 

core  runs at  the  maximum operating frequency.  But  if  the  DTM controller 

output is between 4 and 8 then DTM applies the DVFS technique. Thus the 

core  runs  at  variable  operating  frequency.  If  the  DTM controller  output  is 

between 8 and 9 the TSC technique is triggered. This core is offloaded and its 

tasks are moved to the other cores. If the DTM controller output is higher than 

9; the core fails safe “FS” to avoid hardware fault.

The DTM controller output is following the Meta fuzzy rules. At the core low 

temperatures (the temperature deviation eT  between -10 and -8); the core runs 

at the maximum operating frequency independent on the frequency deviation. 

At the maximum core operating temperature (the temperature deviation higher 

than -1); the core fails safe to avoid hardware fault independent on frequency 

deviation.  At  the  core  temperature  deviation  between -8  and -1;  the  DTM 

controller  selects  the  DVFS or  the  TSC depending  on  the  core  frequency 

deviation values. In case of the core frequency deviation between -20 and -60; 

the TSC technique is triggered. But if the core frequency deviation lower than 

-60; the DVFS technique is triggered as shown in Figure 4.25. Thus the fuzzy 

controller  output  is  according  to  the  desired  design  of  DTM  controller 

objectives. 
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Figure 4.22 - the frequency deviation membership functions.

Figure 4.23 - the output membership functions.
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Figure 4.24 - MATLAB validation of the fuzzy DTM controller.

Figure 4.25 - the fuzzy DTM controller response
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4.5 Conclusion 

At least portable devices are still using the air cooling. The air cooling system 

already reaches its maximum limitation “198 Watt”. The advanced dynamic 

thermal  management  techniques  are  mandatory  to  avoid  the  CPU  thermal 

throttling.  According to Amdahl’s  law: “parallel  speedups limited by serial 

portions” [83]; thus the CPU is not 100% utilized all time.  The thermal spare 

cores  (TSC)  is  based  on  reserving  cores  during  low  CPU  utilization  and 

activate  them  during  thermal  crises.  TSC  is  a  novel  dynamic  thermal 

management (DTM) tool that requires more examinations. The reservation of 

some cores as (TSC) doesn’t impact CPU over all utilization. As these cores 

are  not  activate  simultaneously  due  to  limitations.  The  semiconductor 

technology permits more cores to be added to CPU chip. While the total chip 

area overhead is up to 27.9 % as per ITRS [82]. That means there is no chip 

area wasting in case of TSC. From the thermal point of view; the horizontal 

heat transfer path has up to 30% of CPU chip heat transfer [84]. The TSC is a  

big coldspot within the CPU area that handles the horizontal heat transfer path. 

The cold TSC also handles the static power as the TSC core is turned off. The 

TSC is used simultaneous with other DTM technique. Fuzzy logic can improve 

the DTM controller response. Fuzzy control handles the CPU thermal process 

without known its transfer function. This simplifies the DTM controller design 

and reduces  design  time.  The  3D fuzzy  DTM takes  into  consideration  the 

surrounding  core  hotspot  temperatures  and  operating  frequencies.  The  3D 

fuzzy DTM avoids the complexity and maintains the correlations. The next 

Chapter presents the integration details between the Multi-Core CPU thermal 

model and the fuzzy DTM controller. Also the simulation results and analysis 

are presented in Chapter 5.
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Chapter 5

The Implementation of DTM Fuzzy Control 

5.1 Introduction

This chapter discusses the integration between the thermal simulator “Hotspot 

4.1” and the DTM controller. As shown in chapter 4, different DTM control 

designs  are  presented.  These  fuzzy  controllers  (FCs)  are  evaluated  using 

simulation. The chapter describes the integration between the thermal model 

and  the  DTM  controllers.  Many  simulation  tests  are  presented.  The 

comparison between these DTM designs is made using the DTM evaluation 

index, the CPU temperature profile and the frequency change profile. Finally 

the analysis of these simulation test results is presented. 

5.2 The Thermal Simulator Integration with the Controller

5.2.1 The Mediator Script

This section describes the “Mediator” shell script. This script integrates both 

the Hotspot 4.1 simulator and the DTM controller together within the same 

simulation  loop.  The  Mediator  script  manages  the  information  exchange 

between both the  Hotspot  software  and the  DTM controller.  The Mediator 

script gathers the temperature from the Hotspot simulator. Then it provides this 

temperature  information  to  the  DTM  controller  as  if  there  is  temperature 

sensors placed on the CPU chip. The DTM controller selects  the operating 

frequency of each core. 
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The  DTM  controller  has  a  quantization  subroutine.  So  the  DTM  selects 

discreet operating frequency. The DTM control sends the vector output to the 

Mediator.  As  shown  in  Figure  5.1,  the  Mediator  script  converts  the  core 

operating  frequency  into  power  consumed  per  function  block.  Then  the 

mediator sends the power information to the Hotspot thermal simulator.  The 

Hotspot sends the temperature to the Mediator so the simulator loop continues 

without manual intervention. There are 10 operating frequencies available for 

each  core  and  2  core  switch  off  modes.  The  Mediator  script  manages  the 

simulation as follow: first the Hotspot simulates from step 0 to step n. Then the 

Mediator  applies  control  vector  at  n+1  for  a  period  m  by  preparing  the 

corresponding  Hotspot  power  inputs.  After  that  the  Mediator  triggers  the 

simulation from step 0 to step n+m and so on. The mediator script supports 

predefine core initial temperature to minimize simulation time. 

5.2.2 DTM Controllers

The basic DTM controller is a proportional controller. The basic DTM control 

flowchart  Figure  5.2  shows  simple  control  subroutine.  The  basic  DTM 

controller performs DVFS as output control vector. As discussed in chapter 4, 

the enhanced DTM controller shown in Figure 5.3 is based on a P controller 

followed by a fuzzy controller. The fuzzy controller adjusts the P controller 

output control vector. The fuzzy controller output responses are tuned by the 

modification of the output membership functions (MSFs). Some 2D and 3D 

fuzzy controllers shares the same output MSFs i.e. FC1 & 3D-FC1, FC2 & 

3D-FC2, FC3 & 3D-FC3. But some other 3D fuzzy have their own output 

MSFs i.e. FC4, 3D-FC4, 3D-FC5, and 3D-FC6. In total there are 11 different 

DTM responses extracted by tuning the DTM controllers output MSFs. 
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The simulation tests  study the effect  of performing the TSC technique.  As 

some 2D and 3D fuzzy DTM perform TSC and DVFS i.e FC1, FC2, FC3, 3D-

FC1, 3D-FC2, and 3D-FC3. The other fuzzy DTM perform DVFS only i.e. 

FC4, 3D-FC4, 3D-FC5, and 3D-FC6. In case of the 2D fuzzy DTM controller 

there is no correlation between the cores operating frequencies and the hotspot 

temperatures. But in case of the 3D fuzzy DTM controller, the output control 

vector  takes  into  consideration  the  correlation  between  all  cores  operating 

frequencies  and  all  cores  hotspot  temperatures.  The  3D  fuzzy  controller 

flowchart  Figure  5.4  presents  the  software  implementation  of  the  block 

diagram Figure 5.3. In general the fuzzy controller output is calculated using 

the fuzzy center of area [87].
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Initial Configuration

Clean up the old files

Generate the Cores
Power profiles vector

P[n]

Get the Cores HotSpot
Vector Th[n]

Generate the Control
vector
C[n +1]

Call the DTM
Controller Sub-rooting

Call the Thermal
Simulator at Step n

T [n]

C[n+1]

Figure 5.1 - the Mediator script flowchart.
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Initial 
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Read the input 
files

Get the hotspot Temperature 
of Core(i) at step n

Get the Temperature integral 
Error of Core(i)

Quantization
Q= P / the Set point

Next Core i = i +1

Get the 
Temperature Error 

of Core(i)

Calculate the P =
KP X Err[n] 

Figure 5.2 - Basic DTM control flowchart.

Figure 5.3 - General DTM fuzzy controller block diagram.
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Read the input files

3D Fuzzy inputs

Spatial Information Fusion
Transform the 3-D fuzzy input into a

3-D set

Fuzzy Interface Engine and Rules

Crisp output for Each Core(i)

Dimension Reduction
Calculate the 3D MSF

Defuzzyfication
using Cost of Area

Figure 5.4  - 3D fuzzy controllers flowchart.
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5.3 The Simulations Tests 

The  DTM  controller  design  should  fulfill  the  desired  CPU  behavior.  The 

Fuzzy  output  membership  functions  selection  should  reflect  the  desired 

parameters values for each range  Desired
ijσ equation (4.7). The thesis covers 2 

different DTM design requirements and 11 DTM simulation tests. All these 

DTM simulation tests are evaluated against these 2 DTM designs as a proof of 

concept. The 11 DTM controller implementations show that no unique DTM 

controller design can fit into all DTM requirements. The first test covers the 

basic DTM P controller. The remaining tests cover the enhanced fuzzy DTM 

controllers. There are four 2D fuzzy tests and sixth 3D fuzzy tests as shown in 

Table 5.1. The same P controller is reused in all fuzzy DTM simulations. The 

same fuzzy rules discussed in chapter 4 are reused in the simulation tests. The 

2D fuzzy has only 4 input variables. Temperature deviation is represented by 5 

input membership functions [m1 to m5]. The temperature deviation change is 

represented  by  2  input  membership  functions  [m6  to  m7].  The  frequency 

deviation is represented by 6 input membership functions [m8 to m13].  The 

frequency deviation change is represented by 2 input membership functions 

[m14 to m15] as shown in Table 5.2. The 3D fuzzy has 32 input variables. 

There  are  8  temperature  deviation  variables  [m1  to  m5],  8  temperature 

deviation change variables [m6 to m7], 8 frequency deviation variables [m8 to 

m13], and 8 frequency deviation change variables [m14 to m15]. The same 

input membership functions are reused with the 3D fuzzy as shown in Table 

5.2.  The  output  membership  functions  (MSF)  selection  is  critical.  The 

deviation  from the  accurate  output  MSF limits  affects  the  DTM controller 

behavior.  The  selected  Fuzzy  output  membership  functions  are  normal 

“Gaussian” distribution as shown in Table 5.3. 
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The TSC technique is tested 6 times with the DVFS technique (2D & 3D FC1, 

2D & 3D FC2, 2D & 3D FC3). The DVFS is evaluated alone in 4 tests (2D & 

3D  FC4,  FC5,  and  FC6).   The  2D  and  the  3D  Fuzzy  DTM  controller 

implementation  from MATLAB point  of  view is  shown in  Figure  5.5  and 

Figure 5.6 respectively. The main difference between Figure 5.5 and Figure 

5.6 is the correlation calculation step beside the number of input variables. The 

3D fuzzy gains are dynamic. The hotspot locations change due to temperature 

distributions change. Thus the 3D-FC calculates these gains at each simulation 

step. The Fuzzy output membership function design consists of 4 phases:

1- Identify the required parameters

Only the CPU frequency and the CPU temperature are the selected parameters 

due  to  the  thermal  simulator  specifications.  The  hotspot  thermal  simulator 

considers  the  CPU consumed  power  is  proportional  to  the  CPU operating 

frequency.

2- Identify the design parameters ranges

The CPU frequency design parameter is divided into 4 ranges:

Maximum (M) – High (H) – Medium (m) – Low (L), these ranges are selected 

as  follow:  Maximum  100%,  High  “greater  than  70%  of  the  Maximum”, 

Medium “between 70% and 40% of the Maximum”, and Low “lower than 40% 

of the Maximum”. 

The CPU temperature design parameter is divided into 3 ranges:

High (H)– Medium (m) – Low (L), these ranges are selected as follow: High 

“greater than78  °C”, Medium “between 74 °C and 78 °C”, and Low “lower 

than 72 °C”.
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3- Identify the desired parameters values for each range Desired
ijσ

The output membership functions are selected to reflect the desired parameters 

values for each range 
Desired
ijσ

Table 5.1 Fuzzy controller and output MSF mapping

The Controller Name The output MSF

FC1 MAX1 - DVFS1 - TSC1 - FS1

3D-FC1 MAX1 - DVFS1 - TSC1 - FS1

FC2 MAX2 - DVFS2 - TSC2 - FS2

3D-FC2 MAX2 - DVFS2 - TSC2 - FS2

FC3 MAX3 - DVFS3 - TSC3 - FS3

3D-FC3 MAX3 - DVFS3 - TSC3 - FS3

FC4 MAX4 - DVFS4 - FS4

3D-FC4 MAX4 - DVFS4 - FS4

3D-FC5 MAX5 - DVFS5 - FS5

3D-FC6 MAX6 - DVFS6 - FS6

Table 5.2 Input MSF Normal Distribution Configurations
The Input MSF Mean Standard Deviation 

m1 0 0.5
m2 -2.5 -0.75
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m3 -5 1
m4 -8 0.75
m5 -10 0.5
m6 -5 2
m7 5 2
m8 -100 5
m9 -80 75

m10 -60 10
m11 -40 75
m12 -20 10
m13 0 5
m14 -50 20
m15 50 20

The membership functions in Table 5.2 and Table 5.3 are selected as normal 

distributed functions based on the current DTM design as a proof of concept 

only.  The  simulation  tests  are  performed  after  the  selection  of  the  output 

membership functions. The DTM controller responses are compared using the 

DTM evaluation index tζ  as follow:

1- Identify the actual parameters values for each range Actual
ijσ

2- Evaluate each parameter and the over all multi- parameter evaluation index 

tζ equation (4.8)

Table 5.3 Output Membership Functions
MAX

The output MSF Mean

Standard 

Deviation 
MAX1 = MAX2 = 

MAX4 = MAX5 = 

MAX6

0 0.05

MAX3 0.2 0.1
DVFS

The output MSF Mean

Standard 

Deviation 
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DVFS1  0.35 0.1
DVFS2  0.35 0.1 
DVFS3 0.6 0.09 
DVFS4 0.5 0.2
DVFS5 0.6 0.3
DVFS6 0.4 0.3

TSC

The output MSF Mean

Standard 

Deviation 
TSC1 0.75 0.075
TSC2  0.7 0.06 
TSC3 0.78 0.06 

Fail Safely

The output MSF Mean

Standard 

Deviation 
FS1 = FS2 = FS3 = 

FS4 = FS5 = FS6
1 0.05
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Figure 5.5  2D-fuzzy DTM of a single Core “C0”
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Figure 5.6 3D-Fuzzy DTM controller of a single Core “C0”

0 

109



5.4 The Simulation Analysis

All simulations starts from 860 seconds as the CPU thermal model required 

860 seconds to reach ControlT 70 °C. Assuming that the CPU output response 

follows the open loop curve until  it  reaches 70  °C.  At  ControlT ,  the DTM 

controller  output  selects  the  cores  operating  frequency.  Then  each  core 

temperature  changes  according  to  its  operating  frequency.  All  DTM fuzzy 

designs tuning are based on their output membership functions (MSF) tuning 

without  changing  the  fuzzy  rules.  The  DTM  evaluation  index  covers  the 

simulation  times between 860 seconds  to  1060 seconds.  Theses  simulation 

tests 3D-FC1, FC1, 3D-FC2, FC2, 3D-FC3 and FC3 perform both DVFS and 

TSC together.  But these tests FC4, 3D-FC4, 3D-FC5, and 3D-FC6 perform 

DVFS  only.The  DTM  controller  evaluation  index  (4.8) has  only  two 

parameters 2=l ,  the  frequency  and  the  temperature.  Its  desired  value  is 

2=tζ  or  near  2.  Each  evaluation  parameter  iλ is  evaluated  over  a 

normalized time period. The iλ value should be 1 or near 1. If  1<iλ  then 

the CPU runs less time within this range than the desired. If 1>iλ  then the 

CPU runs more time within this range than the desired. The DTM evaluation 

index tζ calculation consists of 5 phases: 1- Identify the required parameters 

(frequency  and  temperature).  2-  Identify  the  design  parameters  ranges.  3- 

Identify the desired parameters values for each range Desired
ijσ . 4- Identify the 

actual parameters values for each range  Actual
ijσ . 5- Evaluate each parameter 

and the over all multi- parameter evaluation index (4.8)

)(
1

Desired

Actual
ij

1

1 ∑∑
==

=
im

j ij

l

i
t

im σ
σ

ζ
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There  are  two  DTM  evaluation  index  implementations  presented  in  this 

section. The first DTM implementation assumed that the CPU is required to 

run  20% of  its  time  at  the  maximum frequency,  50% of  its  time  at  high 

frequency, 20% of its time at medium frequency and 10% of it is time at low 

frequency. Also the CPU is required to 30% of its time at high temperature, 

40% at medium temperature, and 30% of its time at low temperature. This first 

DTM  requirement  evaluation  against  the  DTM  controller  designs  are  as 

follow:

Table 5.4 The frequency comparisons of the first implementation
Controlle

r 

Name

Frequency Ranges %

Actual
1jσ

Frequency Ranges 

Values

j1σ

1λ

(M)

 j=1

(H) 

j=2

(m) 

j=3

(L) 

j=4

(M)

 j=1

(H) 

j=2

(m) 

j=3

(L) 

j=4
Desired
1 jσ 20% 50% 20% 10% 1.0 1.0 1.0 1.0 1.00

Switch 0% 100% 0% 0% 0 2 0% 0 0.500
P 56% 0% 22% 22% 2.7 0.0 1 2 1.528
FC1 12% 22% 44% 22% 0.5 0.4 2 2.2 1.361
3D-FC1 0% 56% 33% 11% 0.0 1.1 1.7 1.1 0.972
FC2 0% 100% 0% 0% 0.0 2.0 0.0 0.0 0.500
3D-FC2 0% 89% 11% 0% 0.0 1.8 0.6 0.0 0.583
FC3 22% 22% 56% 0% 1.1 0.4 2.8 0.0 1.083
3D-FC3 0% 78% 22% 0% 0.0 1.6 1.1 0.0 0.667
FC4 0% 66% 33% 0% 0.0 1.3 1.7 0.0 0.750
3D-FC4 22% 56% 22% 0% 1.1 1.1 1.1 0.0 0.833
3D-FC5 0% 56% 33% 11% 0.0 1.1 1.7 1.1 0.972
3D-FC6 0% 78% 0% 22% 0.0 1.6 0.0 2.2 0.944
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Table 5.5 The temperature comparisons of the first 

implementation 
Controller 

Name

Temperature Ranges 

%

Actual
2jσ

Temperature 

Ranges 

Values j2σ

2λ

(H)

j=1

(m)

j=2

(L)

j=3

(H)

j=1

(m)

j=2

(L)

j=3
Desired
2 jσ 30% 40% 30% 1.0 1.0 1.0 1.00

Switch 0.0% 100% 0.0% 0.0 2.5 0.0 0.83
P 78% 0% 22% 2.6 0.0 0.7 1.11
FC1 11% 89% 0% 0.4 2.2 0.0 0.86
3D-FC1 22% 78% 0% 0.7 1.9 0.0 0.90
FC2 67% 33% 0% 2.2 0.8 0.0 1.02
3D-FC2 56% 44% 0% 1.8 1.1 0.0 0.99
FC3 67% 33% 0% 2.2 0.8 0.0 1.02
3D-FC3 33% 67% 0% 1.1 1.7 0.0 0.93
FC4 44% 56% 0% 1.5 1.4 0.0 0.96
3D-FC4 33% 67% 0% 1.1 1.7 0.0 0.93
3D-FC5 0% 100% 0% 0.0 2.5 0.0 0.83
3D-FC6 33% 56% 11% 1.1 1.4 0.4 0.96

112



The Table 5.4 shows the percentage of time when the CPU operates at each 

frequency ranges.  The Table 5.5 shows the percentage of time of the CPU 

operates at each temperature ranges. The best results are highlighted in bold. 

The  DTM  evaluation  index  selected  FC3  and  3D-FC6  as  the  best  DTM 

controller designs as shown in Table 5.6. The best results are highlighted in 

bold. Only FC3 and 3D-FC6 controllers have high results in both frequency, 

and  temperature  evaluation  indexes.  As  shown  in  Figure  5.7,  both  DTM 

controllers’  frequency  change  responses  oscillate  all  times.  The  3D-FC6 

controller  has less number of  frequency oscillation and smaller  amplitudes. 

The FC3 controller operates at  maximum frequency then it  is  switched off 

between 1060 and 1100 seconds. The 3D-FC6 controller is never switched off 

and operates at  high frequency ranges but not on the maximum frequency. 

From  the  temperature  point  of  view;  both  controllers  temperatures  are 

oscillating.  3D-FC6 controller  has  minimum temperature  amplitudes at  970 

and 1070 seconds as shown in Figure 5.8. The 3D-FC6 is always operating on 

lower temperature than the FC3 controller.   Thus the 3D-FC6 controller  is 

better then the FC3 controller. 
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Figure 5.7 - the frequency comparisons of FC3 and 3D-FC6

113



Table 5.6 The DTM evaluation index of the first  implementation
Controller 

Name

Frequency 

Index

1λ

Temperature

Index

2λ

The Evaluation

 Index

tζ
 Desired 1.00 1.00 2.00

Switch 0.500 0.83 1.33
P 1.528 1.11 2.64
FC1 1.361 0.86 2.23
3D-FC1 0.972 0.90 1.87
FC2 0.500 1.02 1.52
3D-FC2 0.583 0.99 1.57
FC3 1.083 1.02 2.10
3D-FC3 0.667 0.93 1.59
FC4 0.750 0.96 1.71
3D-FC4 0.833 0.93 1.76
3D-FC5 0.972 0.83 1.81
3D-FC6 0.944 0.96 1.90
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Figure 5.8 - the temperature comparisons of FC3 and 3D-FC6
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As shown in Table 5.9. Only FC4, 3D-FC3 and 3D-FC6 controllers have high 

results  in  both  frequency,  and  temperature  evaluation  indexes.  As  shown in 

Figure 5.9 and Figure 5.10, all DTM controllers’ frequency change responses 

oscillate all times. The 3D-FC6 controller has the lowest number of frequency 

oscillation. The 3D-FC3 controller has smallest frequency changes amplitudes. 

The  3D-FC3  controller  operates  at  high  frequency  ranges  but  not  on  the 

maximum  frequency.  From  the  temperature  point  of  view;  all  controller 

temperature  are  increasing  as  shown in  Figure  5.11  and  5.12.  The  3D-FC6 

temperature is oscillating and has minimum temperature amplitudes at 970 and 

1070 seconds. There is no large advantage of any controllers over the others 

from  temperature  point  of  view.   Thus  the  3D-FC3  is  better  then  the  FC4 

controller,  and  the  3D-FC6  controller  as  the  3D-FC3  controller  operates  at 

higher frequency ranges and almost the same temperature ranges.  
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There are 3 observations extracted from Table 5.1, Table 5.3, Table 5.6, and 

Table  5.9  related  to  these  two  DTM evaluation  index  implementations  as 

follow:   

3D-FC5 vs. 3D-FC6: In the first implementation the DTM evaluation index of 

both controllers are almost the same from the frequency point of view. The 

standard deviation of the DVFS membership function (MSF) is the same but 

the mean is shifted by 0.2.  This shift leads to insignificant frequency objective 

change but also leads to less CPU temperature. In the second implementation 

the  DTM  evaluation  index  values  are  totally  different.  So  the  similarity 

between any 2 DTM controller responses for a specific DTM design objective 

is not maintain for other DTM design objective. 

Table 5.7 The frequency comparisons of the second implementation
Controller 

Name

Frequency Ranges %
Actual
1jσ

Frequency Ranges 

Values j1σ

1λ

(M)

 j=1

(H) 

j=2

(m) 

j=3

(L) 

j=4

(M)

 j=1

(H) 

j=2

(m) 

j=3

(L) 

j=4
Desired
1 jσ 10% 70% 10

%

10% 1.0 1.0 1.0 1.0 1.00

Switch 0% 100% 0% 0% 0.0 1.4 0.0 0.0 0.357
P 56% 0% 22% 22% 5.6 0.0 2.2 2.2 2.500
FC1 12 22% 44% 22% 1.1 0.3 4.4 2.2 2.024
3D-FC1 0% 56% 33% 11% 0.0 0.8 3.3 1.1 1.309
FC2 0% 100% 0% 0% 0.0 1.4 0.0 0.0 0.357
3D-FC2 0% 89% 11% 0% 0.0 1.3 1.1 0.0 0.595
FC3 22% 22% 56% 0% 2.2 0.3 5.6 0.0 2.024
3D-FC3 0% 78% 22% 0% 0.0 1.1 2.2 0.0 0.833
FC4 0% 67% 33% 0% 0.0 0.9 3.3 0.0 1.071
3D-FC4 22% 56% 22% 0% 2.2 0.8 2.2 0.0 1.309
3D-FC5 0% 56% 33% 11% 0.0 0.8 3.3 1.1 1.309
3D-FC6 0% 78% 0% 22% 0.0 1.1 0.0 2.2 0.833
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2D Fuzzy vs. 3D Fuzzy: These DTM controllers share the same input and 

output  membership  functions.  The  correlation  between  the  CPU cores  has 

significant effect i.e. (FC1 vs. 3D-FC1) and (FC3 vs. 3D-FC3). But for (FC2 

vs.  3D-FC2)  there  is  almost  no  correlation  effect  in  both  DTM evaluation 

index  implementations.  This  means  that  the  selection  of  non  proper 

membership functions could ignore  the correlation effect  between the  CPU 

cores.

(TSC+DVFS)  vs.  (DVFS  alone):  the  DTM  temperature  design  objectives 

could be fulfilled by TSC+DVFS or by DVFS alone i.e. 3D-FC3 vs. 3D-FC4. 

The driver for using TSC with DVFS is the CPU thermal throttling limits. So if 

DVFS can fulfill alone the temperature DTM design objective then there is no 

need for combining both TSC with DVFS. 
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Figure 5.9 - the frequency comparisons of FC4 and 3D-FC3
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Table 5.8 The temperature comparisons of the second 

implementation 
Controller 

Name

Temperature 

Ranges %

Actual
2jσ

Temperature 

Ranges 

Values j2σ

2λ

(H)

j=1

(m)

j=2

(L)

j=3

(H)

j=1

(m)

j=2

(L)

j=3
Desired
2 jσ 20% 50% 30% 1.0 1.0 1.0 1.00

Switch 0% 100% 0% 0.0 2.0 0.0 0.67
P 78% 0% 22% 3.9 0.0 0.7 1.54
FC1 111% 89% 0% 0.6 1.8 0.0 0.78
3D-FC1 22% 78% 0% 1.1 1.6 0.0 0.89
FC2 67% 33% 0% 3.3 0.7 0.0 1.33
3D-FC2 56% 44% 0% 2.8 0.9 0.0 1.22
FC3 67% 33% 0% 3.3 0.7 0.0 1.33
3D-FC3 33% 67% 0% 1.7 1.3 0.0 1.00
FC4 44% 56% 0% 2.2 1.1 0.0 1.11
3D-FC4 33% 67% 0% 1.7 1.3 0.0 1.00
3D-FC5 0% 100% 0% 0.0 2.0 0.0 0.67
3D-FC6 33% 56% 11% 1.7 1.1 0.4 1.05
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Table 5.9 The DTM evaluation index of the second implementation
Controller 

Name

Frequency 

Index

1λ

Temperature

 Index

2λ

The Evaluation 

Index

tζ
Desired 1.00 1.00 2.00

Switch 0.357 0.67 1.02
P 2.500 1.54 4.04
FC1 2.024 0.78 2.80
3D-FC1 1.309 0.89 2.20
FC2 0.357 1.33 1.69
3D-FC2 0.595 1.22 1.82
FC3 2.024 1.33 3.36
3D-FC3 0.833 1.00 1.83
FC4 1.071 1.11 2.18
3D-FC4 1.309 1.00 2.31
3D-FC5 1.309 0.67 1.98
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3D-FC6 0.833 1.05 1.88
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Figure 5.10 - the frequency comparisons of 3-FC5 and 3D-FC6
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Figure 5.11 - the temperature comparisons of FC4 and 3D-FC3
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Figure 5.12 - the temperature comparisons of 3D-FC5 and 3D-FC6
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5.5 Conclusion

The Fuzzy DTM controller has better response than the traditional DTM P 

controller. For the same input rules and the same output membership functions 

(MSF), the 3D Fuzzy logic reduces the CPU temperature better than the 2D 

Fuzzy  logic.  The  3D  Fuzzy  controller  takes  into  consideration  multiple 

temperatures readings distributed over  the CPU chip floor  plan.  The Fuzzy 

control permits the designers to select the appropriate CPU temperature and 

frequency responses. For the same CPU chip, the DTM response depends on 

the  Fuzzy  controller  design.  As  the  3D  fuzzy  permits  the  preservation  of 

portable device battery but this affects the CPU utilization. Or it permits the 

high performance computing (HPC). But due to cooling limitation this DTM 

design is  not suitable for  the portable devices.  The fuzzy output MSF is  a 

critical  DTM  design  parameter.  The  small  deviation  from  the  appropriate 

output membership function affects the DTM controller behavior.  From the 

CPU temperature point of view; the TSC looks like a large coldspot. The cold 

TSC absorb  the  horizontal  heat  path  as  if  it  is  a  heatsink  pipe.  The  CPU 

cooling  system  behavior  depends  on  the  combinations  of  the  operating 

frequencies  and temperatures.  The objective  of  multi-parameters  evaluation 

index is to show the different parameters effect on the CPU response. Thus the 

designer selects the suitable DTM controller that fulfils his requirements. The 

multi-parameters evaluation index permits the selection of DTM design that 

provides  the  best  frequency  parameter  value  without  leading  to  the  worst 

temperature parameter value.
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Chapter 6

Conclusion and Future Work

6.1 Introduction

In Chapter 1, a number of design challenges and technology factors present the 

concerns regarding the chip temperature gradients. In terms of the technology 

factors,  power  density  is  increasing  with  each  new technology.  The  static 

power consumption has significant effect and can not be neglected any more 

[17].  The  dynamic  power  is  the  main  factor  in  the  dynamic  thermal 

management (DTM). In Chapter 2, the CPU chip manufacturing is affected by 

the  growth of  both static  and dynamic power consumptions.  But  the  serial 

portion of the CPU instruction limits  the speedup improvements.  The CPU 

cores are not all fully utilized and have different power consumption profiles. 

In  Chapter  3,  the  thesis  discusses  the  CPU  DTM  problem,  the  controller 

design,  and  the  controller  implementation.  So,  in  order  to  study  the  CPU 

thermal  problem,  a  real  Multi-Core  CPU  thermal  model  based  on  45nm 

technology is built. This thermal model is integrated to the Hotspot 4.1 thermal 

simulator.  In  Chapter  4,  different  DTM  controllers  are  integrated  to  this 

simulation  setup.  In  Chapter  5,  many  simulation  tests  are  presented  and 

compared.  The  analysis  of  these  simulation  tests  results  is  presented.  This 

Chapter discusses the research findings and conclusion. And finally the DTM 

future work is highlighted. 
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6.2 The Multi-Core CPU Control Problem

Moore’s  Law  continues  with  technology  scaling,  improving  transistor 

performance to increase frequency, increasing transistor integration capacity 

to  realize  complex  architectures,  and  reducing  energy  consumed per  logic 

operation  to  keep power dissipation  within  limit.  The  technology provides 

integration  capacity  of  billions  of  transistors;  however,  with  several 

fundamental barriers. The power consumption, the energy level, energy delay, 

power density, and floor planning are design challenges. The Multi-Core CPU 

design increases the CPU performance and maintains the power dissipation 

level  for  the  same  chip  area.  The  CPU  cores  are  not  fully  utilized  if 

parallelism doesn't exist. Low cost portable cooling techniques exploration has 

more importance everyday as air  cooling reaches its  limits  “198 Watt”.  In 

order to study the Multi-Core CPU thermal problem a thermal model is built. 

The thermal model floor plan is  similar  to the IBM MCM POWER4 chip 

scaled to 45nm technology. This floor plan is integrated to the Hotspot 4.1 

thermal simulator. The CPU open loop thermal profile curve is extracted. The 

advanced dynamic thermal management (DTM) techniques are mandatory to 

avoid the CPU thermal throttling. As the CPU is not 100% utilized all time, 

the thermal spare cores (TSC) technique is proposed. The TSC technique is 

based on the reservation of cores during low CPU utilization. These cores are 

not activate simultaneously due to limitations.  During thermal  crises,  these 

reserved  cores  are  activated  to  enhance  the  CPU  utilization.  The 

semiconductor technology permits more cores to be added to CPU chip. But 

the total chip area overhead is up to 27.9 % as per ITRS [82]. That means 

there is no chip area wasting in case of TSC. From the thermal point of view; 

the horizontal heat transfer path has up to 30% of CPU chip heat transfer [84]. 

The TSC is a big coldspot within the CPU area that handles the horizontal heat 

transfer path. 
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The cold TSC also handles the static power as the TSC core is turned off. The 

TSC  is  used  simultaneous  with  other  DTM  technique.  From  the  CPU 

utilization point of view, the TSC activation is equivalent to the CPU cores 

DVFS for a low operating frequency range.Fuzzy logic improves the DTM 

controller response. Fuzzy control handles the CPU thermal process without 

knowing its transfer function. This simplifies the DTM controller design and 

reduces  design time.  The fuzzy control  permits  the  designers  to  select  the 

appropriate  CPU temperature  and frequency responses.  For  the  same CPU 

chip, the DTM response depends on the DTM fuzzy controller design. As the 

3D fuzzy permits the preservation of portable device battery but this affects 

the CPU utilization. Or it permits the high performance computing (HPC). But 

due to  cooling limitation  this  DTM design is  not  suitable  for  the  portable 

devices. The 3D-FC is successfully implemented to the CPU DTM problem. 

Different DTM techniques are compared using simulation tests. The results 

demonstrate the effectiveness of the 3D fuzzy DTM controller to the nonlinear 

Multi-Core  CPU  thermal  problem.  The  3D  fuzzy  DTM  takes  into 

consideration  the  surrounding  core  hotspot  temperatures  and  operating 

frequencies.  The 3D fuzzy DTM avoids  the  complexity  and maintains  the 

correlations.  As  the  3D  fuzzy  DTM  controller  calculates  the  correlation 

between local core hotspot and the surrounding cores hotspots. Then it selects 

the appropriate local core operating frequency. The Fuzzy DTM controller has 

better response than the traditional DTM P controller. For the same input rules 

and the same output membership functions (MSF), the 3D fuzzy logic reduces 

the CPU temperature better than the 2D fuzzy logic. The fuzzy output MSF is 

a critical DTM design parameter. The small deviation from the appropriate 

output membership function affects the DTM controller behavior.
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6.3 Future Work

6.3.1 The DTM Thread Migration

The thread migration (TM) DTM technique is orthogonal to DVFS and TSC. 

Thus  it  is  recommended  to  use  TM  with  DVFS  and  TSC.  TM  requires 

interaction and handshakes between the operating system and DTM controller.

6.3.2 Software vs Hardware DTM controller

The DTM controller location is a DTM design challenge. The software fuzzy 

controller  embedded  with  in  the  operating  system increases  the  flexibility. 

Also the software fuzzy controller handles different CPU chip without DTM 

design change. While the hardware DTM controller is CPU chip specific rather 

than the generic software DTM controller. 

6.3.3 The Optimal Floor Plan

The chip floor plan is a critical  thermal parameter.  The CPU over thermal 

profile is enhanced by surrounding the hotspots with coldspot function blocks. 

The chip floor plan thermal optimization is a challenge.

6.3.4 Tuning the Fuzzy Controller

The fuzzy rules tuning improves the DTM controller response. Also the fuzzy 

input  and  output  membership  function  (MSF)  is  critical  DTM  design 

parameters. The tuning process is done off line during the DTM design phase. 

The  Genetic  Algorithm or  the  Particle  Swarm optimization  techniques  are 

suitable for optimizing the DTM fuzzy controller response. The optimization 

design required high performer  computer as  the simulation execution takes 

long time.
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Appendix

Appendix Table 1

Normalized MCM POWER4 Floor plan as a picture in 

pixels

Name Width Height
Left-

X
Bottom-Y

c0_p1 45 34 11 28
c1_p1 45 34 63 28
L2_p1 82 34 24 68
L3_dc_p1 12 44 11 67
conn1_p1 85 8 24 102
conn2_p1 42 8 105 62
conn3_p1 5 24 109 41
c2_p2 34 45 181 19
c3_p2 34 45 181 64
L2_p2 34 82 138 28
L3_dc_p2 44 12 132 15
conn1_p2 8 85 130 28
conn2_p2 42 8 139 103
conn3_p2 24 5 182 105
c4_p3 45 34 182 170
c5_p3 45 34 135 170
L2_p3 82 34 138 129
L3_dc_p3 12 44 220 124
conn1_p3 8 85 130 122
conn2_p3 8 42 130 129
conn3_p3 5 24 130 170
c6_p4 45 34 26 170
c7_p4 45 34 26 128
L2_p4 82 34 68 128
L3_dc_p4 44 12 68 205
conn1_p4 24 5 41 121
conn2_p4 42 8 62 121
conn3_p4 8 85 105 129
cross1 17 205 113 14
cross2 11 224 11 110
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Appendix Table 2

Normalized MCM POWER4 blocks Floor plan as a picture 
in pixels

Name Width Height Left-X Bottom-Y

fpu_b1_c0_p1 6 4 12 29
fpu_b2_c0_p1 6 4 18 29
fpu_rg_c0_p1 12 9 12 33
isu_al_c0_p1 26 13 24 29
fxu_r1_c0_p1 8 6 50 29
fxu_b1_c0_p1 4 5 50 35
fxu_b2_c0_p1 4 5 54 35
fxu_r2_c0_p1 8 2 50 40
in_lft_c0_p1 41 3 17 42
idu_al_c0_p1 8 9 17 45
ifu_ch_c0_p1 8 25 25 45
ifu_b1_c0_p1 10 4 17 54
ifu_b2_c0_p1 10 4 17 58
ifu_b3_c0_p1 8 8 17 62
lsu_nt_c0_p1 9 9 33 45
lsu_cr_c0_p1 4 4 38 54
lsu_b1_c0_p1 16 9 42 45
lsu_b2_c0_p1 16 13 42 54
lsu_b3_c0_p1 5 4 33 54
lsu_ch_c0_p1 9 8 33 59
in_ver_c0_p1 5 28 12 42
in_hor_c0_p1 21 3 12 70
inter_ver_p1 4 38 58 29
inter_hor_p1 54 6 33 67
fpu_b1_c1_p1 6 4 102 29
fpu_b2_c1_p1 6 4 96 29
fpu_rg_c1_p1 12 9 96 33
isu_al_c1_p1 26 13 70 29
fxu_r1_c1_p1 8 6 62 29
fxu_b1_c1_p1 4 5 62 35
fxu_b2_c1_p1 4 5 66 35
fxu_r2_c1_p1 8 2 62 40
in_rit_c1_p1 41 3 62 42
idu_al_c1_p1 8 9 95 45
ifu_ch_c1_p1 8 25 87 45
ifu_b1_c1_p1 10 4 93 54
ifu_b2_c0_p1 10 4 93 58
ifu_b3_c1_p1 8 8 95 62
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Appendix Table 2

Normalized MCM POWER4 blocks Floor plan as a picture 
in pixels

Name Width Height Left-X Bottom-Y

lsu_nt_c1_p1 9 9 78 45
lsu_cr_c1_p1 4 4 78 54
lsu_b1_c1_p1 16 9 62 45
lsu_b2_c1_p1 16 13 62 54
lsu_b3_c1_p1 5 4 82 54
lsu_ch_c1_p1 9 8 78 59
in_ver_c1_p1 5 28 103 42
in_hor_c1_p1 21 3 87 70
L3_con_b1_p1 12 14 12 73
L3_con_b2_p1 12 18 12 87
L3_con_b3_p1 12 14 12 105
L2_aaa_b1_p1 26 14 24 73
L2_aaa_b2_p1 26 13 24 87
L2_aaa_b3_p1 26 14 24 100
L2_bbb_b1_p
1 28 14 50 73
L2_bbb_b2_p
1 28 13 50 87
L2_bbb_b3_p
1 28 14 50 100
L2_ccc_b1_p1 30 14 78 73
L2_ccc_b2_p1 30 13 78 87
L2_ccc_b3_p1 30 14 78 100
inter_bot_p1 84 5 24 114
fpu_b1_c2_p2 4 6 210 23
fpu_b2_c2_p2 4 6 210 29
fpu_rg_c2_p2 9 12 201 23
isu_al_c2_p2 13 26 201 35
fxu_r1_c2_p2 6 8 208 61
fxu_b1_c2_p2 5 4 203 61
fxu_b2_c2_p2 5 4 203 65
fxu_r2_c2_p2 2 8 201 61
in_lft_c2_p2 3 41 198 28
idu_al_c2_p2 9 8 189 28
ifu_ch_c2_p2 25 8 173 36
ifu_b1_c2_p2 4 10 185 28
ifu_b2_c2_p2 4 10 181 28
ifu_b3_c2_p2 8 8 173 28
lsu_nt_c2_p2 9 9 189 44

Continued 
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Appendix Table 2

Normalized MCM POWER4 blocks Floor plan as a picture 
in pixels

Name Width Height Left-X Bottom-Y

lsu_cr_c2_p2 4 4 184 49
lsu_b1_c2_p2 9 16 189 53
lsu_b2_c2_p2 13 16 176 53
lsu_b3_c2_p2 4 5 184 44
lsu_ch_c2_p2 8 9 176 44
in_ver_c2_p2 28 5 173 23
in_hor_c2_p2 3 21 170 23
inter_ver_p2 38 4 176 69
inter_hor_p2 6 54 170 44
fpu_b1_c3_p2 4 6 210 113
fpu_b2_c3_p2 4 6 210 107
fpu_rg_c3_p2 9 12 201 107
isu_al_c3_p2 13 26 201 81
fxu_r1_c3_p2 6 8 208 73
fxu_b1_c3_p2 5 4 203 77
fxu_b2_c3_p2 5 4 203 73
fxu_r2_c3_p2 2 8 201 73
in_rit_c3_p2 3 41 198 73
idu_al_c3_p2 9 8 189 106
ifu_ch_c3_p2 25 8 173 98
ifu_b1_c3_p2 4 10 185 104
ifu_b2_c3_p2 4 10 181 104
ifu_b3_c3_p2 8 8 173 106
lsu_nt_c3_p2 9 9 189 89
lsu_cr_c3_p2 4 4 184 89
lsu_b1_c3_p2 9 16 189 73
lsu_b2_c3_p2 13 16 176 73
lsu_b3_c3_p2 4 5 184 93
lsu_ch_c3_p2 8 9 176 89
in_ver_c3_p2 28 5 173 114
in_hor_c3_p2 3 21 170 98
L3_con_b1_p2 14 12 156 23
L3_con_b2_p2 18 12 138 23
L3_con_b3_p2 14 12 124 23
L2_aaa_b1_p2 14 26 156 35
L2_aaa_b2_p2 13 26 143 35
L2_aaa_b3_p2 14 26 129 35
L2_bbb_b1_p
2 14 28 156 61
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Appendix Table 2

Normalized MCM POWER4 blocks Floor plan as a picture 
in pixels

Name Width Height Left-X Bottom-Y

L2_bbb_b2_p
2 13 28 143 61
L2_bbb_b3_p
2 14 28 129 61
L2_ccc_b1_p2 14 30 156 89
L2_ccc_b2_p2 13 30 143 89
L2_ccc_b3_p2 14 30 129 89
inter_bot_p2 5 84 124 35
fpu_b1_c4_p3 6 4 214 218
fpu_b2_c4_p3 6 4 208 218
fpu_rg_c4_p3 12 9 208 209
isu_al_c4_p3 26 13 182 209
fxu_r1_c4_p3 8 6 174 216
fxu_b1_c4_p3 4 5 174 211
fxu_b2_c4_p3 4 5 178 211
fxu_r2_c4_p3 8 2 174 209
in_lft_c4_p3 41 3 174 206
idu_al_c4_p3 8 9 207 197
ifu_ch_c4_p3 8 25 199 181
ifu_b1_c4_p3 10 4 205 193
ifu_b2_c4_p3 10 4 205 189
ifu_b3_c4_p3 8 8 207 181
lsu_nt_c4_p3 9 9 190 197
lsu_cr_c4_p3 4 4 190 192
lsu_b1_c4_p3 16 9 174 197
lsu_b2_c4_p3 16 13 174 184
lsu_b3_c4_p3 5 4 194 192
lsu_ch_c4_p3 9 8 190 184
in_ver_c4_p3 5 28 215 181
in_hor_c4_p3 21 3 199 178
inter_ver_p3 4 38 170 184
inter_hor_p3 54 6 145 178
fpu_b1_c5_p3 6 4 124 218
fpu_b2_c5_p3 6 4 130 218
fpu_rg_c5_p3 12 9 124 209
isu_al_c5_p3 26 13 136 209
fxu_r1_c5_p3 8 6 162 216
fxu_b1_c5_p3 4 5 162 211
fxu_b2_c5_p3 4 5 166 211
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Appendix Table 2

Normalized MCM POWER4 blocks Floor plan as a picture 
in pixels

Name Width Height Left-X Bottom-Y

fxu_r2_c5_p3 8 2 162 209
in_rit_c5_p3 41 3 129 206
idu_al_c5_p3 8 9 129 197
ifu_ch_c5_p3 8 25 137 181
ifu_b1_c5_p3 10 4 129 193
ifu_b2_c5_p3 10 4 129 189
ifu_b3_c5_p3 8 8 129 181
lsu_nt_c5_p3 9 9 145 197
lsu_cr_c5_p3 4 4 150 192
lsu_b1_c5_p3 16 9 154 197
lsu_b2_c5_p3 16 13 154 184
lsu_b3_c5_p3 5 4 145 192
lsu_ch_c5_p3 9 8 145 184
in_ver_c5_p3 5 28 124 181
in_hor_c5_p3 21 3 124 178
L3_con_b1_p3 12 14 208 164
L3_con_b2_p3 12 18 208 146
L3_con_b3_p3 12 14 208 132
L2_aaa_b1_p3 26 14 182 164
L2_aaa_b2_p3 26 13 182 151
L2_aaa_b3_p3 26 14 182 137
L2_bbb_b1_p
3 28 14 154 164
L2_bbb_b2_p
3 28 13 154 151
L2_bbb_b3_p
3 28 14 154 137
L2_ccc_b1_p3 30 14 124 164
L2_ccc_b2_p3 30 13 124 151
L2_ccc_b3_p3 30 14 124 137
inter_bot_p3 84 5 124 132
fpu_b1_c6_p4 4 6 18 222
fpu_b2_c6_p4 4 6 18 216
fpu_rg_c6_p4 9 12 22 216
isu_al_c6_p4 13 26 18 190
fxu_r1_c6_p4 6 8 18 182
fxu_b1_c6_p4 5 4 24 186
fxu_b2_c6_p4 5 4 24 182
fxu_r2_c6_p4 2 8 29 182
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Appendix Table 2

Normalized MCM POWER4 blocks Floor plan as a picture 
in pixels

Name Width Height Left-X Bottom-Y

in_lft_c6_p4 3 41 31 182
idu_al_c6_p4 9 8 34 215
ifu_ch_c6_p4 25 8 34 207
ifu_b1_c6_p4 4 10 43 213
ifu_b2_c6_p4 4 10 47 213
ifu_b3_c6_p4 8 8 51 215
lsu_nt_c6_p4 9 9 34 198
lsu_cr_c6_p4 4 4 43 198
lsu_b1_c6_p4 9 16 34 182
lsu_b2_c6_p4 13 16 43 182
lsu_b3_c6_p4 4 5 43 202
lsu_ch_c6_p4 8 9 48 198
in_ver_c6_p4 28 5 31 223
in_hor_c6_p4 3 21 59 207
inter_ver_p4 38 4 18 178
inter_hor_p4 6 54 56 153
fpu_b1_c7_p4 4 6 18 132
fpu_b2_c7_p4 4 6 18 138
fpu_rg_c7_p4 9 12 22 132
isu_al_c7_p4 13 26 18 144
fxu_r1_c7_p4 6 8 18 170
fxu_b1_c7_p4 5 4 24 170
fxu_b2_c7_p4 5 4 24 174
fxu_r2_c7_p4 2 8 29 170
in_rit_c7_p4 3 41 31 137
idu_al_c7_p4 9 8 34 137
ifu_ch_c7_p4 25 8 34 145
ifu_b1_c7_p4 4 10 43 137
ifu_b2_c7_p4 4 10 47 137
ifu_b3_c7_p4 8 8 51 137
lsu_nt_c7_p4 9 9 34 153
lsu_cr_c7_p4 4 4 43 158
lsu_b1_c7_p4 9 16 34 162
lsu_b2_c7_p4 13 16 43 162
lsu_b3_c7_p4 4 5 43 153
lsu_ch_c7_p4 8 9 48 153
in_ver_c7_p4 28 5 31 132
in_hor_c7_p4 3 21 59 132
L3_con_b1_p4 14 12 62 216
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Appendix Table 2

Normalized MCM POWER4 blocks Floor plan as a picture 
in pixels

Name Width Height Left-X Bottom-Y

L3_con_b2_p4 18 12 76 216
L3_con_b3_p4 14 12 94 216
L2_aaa_b1_p4 14 26 62 190
L2_aaa_b2_p4 13 26 76 190
L2_aaa_b3_p4 14 26 89 190
L2_bbb_b1_p
4 14 28 62 162
L2_bbb_b2_p
4 13 28 76 162
L2_bbb_b3_p
4 14 28 89 162
L2_ccc_b1_p4 14 30 62 132
L2_ccc_b2_p4 13 30 76 132
L2_ccc_b3_p4 14 30 89 132
inter_bot_p4 5 84 103 132
inter_cross1 16 205 108 23
inter_cross2 208 13 12 119

Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

fpu_b1_c0_p1
0.0006752
6

0.0004501
7

0.0013505
1 0.00326374

fpu_b2_c0_p1
0.0006752
6

0.0004501
7

0.0020257
7 0.00326374

fpu_rg_c0_p1
0.0013505
1

0.0010128
8

0.0013505
1 0.00371391

isu_al_c0_p1
0.0029261
1

0.0014630
6

0.0027010
3 0.00326374

fxu_r1_c0_p1
0.0009003
4

0.0006752
6

0.0056271
4 0.00326374

fxu_b1_c0_p1
0.0004501
7

0.0005627
1

0.0056271
4 0.003939

fxu_b2_c0_p1
0.0004501
7

0.0005627
1

0.0060773
1 0.003939
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

fxu_r2_c0_p1
0.0009003
4

0.0002250
9

0.0056271
4 0.00450171

in_lft_c0_p1
0.0046142
5

0.0003376
3

0.0019132
3 0.0047268

idu_al_c0_p1
0.0009003
4

0.0010128
8

0.0019132
3 0.00506442

ifu_ch_c0_p1
0.0009003
4

0.0028135
7

0.0028135
7 0.00506442

ifu_b1_c0_p1
0.0011254
3

0.0004501
7

0.0019132
3 0.00607731

ifu_b2_c0_p1
0.0011254
3

0.0004501
7

0.0019132
3 0.00652748

ifu_b3_c0_p1
0.0009003
4

0.0009003
4

0.0019132
3 0.00697765

lsu_nt_c0_p1
0.0010128
8

0.0010128
8

0.0037139
1 0.00506442

lsu_cr_c0_p1
0.0004501
7

0.0004501
7

0.0042766
2 0.00607731

lsu_b1_c0_p1
0.0018006
8

0.0010128
8 0.0047268 0.00506442

lsu_b2_c0_p1
0.0018006
8

0.0014630
6 0.0047268 0.00607731

lsu_b3_c0_p1
0.0005627
1

0.0004501
7

0.0037139
1 0.00607731

lsu_ch_c0_p1
0.0010128
8

0.0009003
4

0.0037139
1 0.00664002

in_ver_c0_p1
0.0005627
1 0.0031512

0.0013505
1 0.0047268

in_hor_c0_p1 0.0023634
0.0003376
3

0.0013505
1 0.00787799

inter_ver_p1
0.0006752
6

0.0004501
7

0.0114793
6 0.00326374

inter_hor_p1
0.0006752
6

0.0004501
7 0.0108041 0.00326374

fpu_b1_c1_p1
0.0013505
1

0.0010128
8 0.0108041 0.00371391

fpu_b2_c1_p1
0.0029261
1

0.0014630
6

0.0078779
9 0.00326374

fpu_rg_c1_p1
0.0009003
4

0.0006752
6

0.0069776
5 0.00326374

isu_al_c1_p1 0.0004501 0.0005627 0.0069776 0.003939
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

7 1 5

fxu_r1_c1_p1
0.0004501
7

0.0005627
1

0.0074278
2 0.003939

fxu_b1_c1_p1
0.0009003
4

0.0002250
9

0.0069776
5 0.00450171

fxu_b2_c1_p1
0.0046142
5

0.0003376
3

0.0069776
5 0.0047268

fxu_r2_c1_p1
0.0009003
4

0.0010128
8

0.0106915
6 0.00506442

in_rit_c1_p1
0.0009003
4

0.0028135
7

0.0097912
2 0.00506442

idu_al_c1_p1
0.0011254
3

0.0004501
7

0.0104664
8 0.00607731

ifu_ch_c1_p1
0.0011254
3

0.0004501
7

0.0104664
8 0.00652748

ifu_b1_c1_p1
0.0009003
4

0.0009003
4

0.0106915
6 0.00697765

ifu_b2_c0_p1
0.0010128
8

0.0010128
8

0.0087783
3 0.00506442

ifu_b3_c1_p1
0.0004501
7

0.0004501
7

0.0087783
3 0.00607731

lsu_nt_c1_p1
0.0018006
8

0.0010128
8

0.0069776
5 0.00506442

lsu_cr_c1_p1
0.0018006
8

0.0014630
6

0.0069776
5 0.00607731

lsu_b1_c1_p1
0.0005627
1

0.0004501
7

0.0092285
1 0.00607731

lsu_b2_c1_p1
0.0010128
8

0.0009003
4

0.0087783
3 0.00664002

lsu_b3_c1_p1
0.0005627
1 0.0031512 0.0115919 0.0047268

lsu_ch_c1_p1 0.0023634
0.0003376
3

0.0097912
2 0.00787799

in_ver_c1_p1
0.0004501
7

0.0006752
6

0.0236339
8 0.00258848

in_hor_c1_p1
0.0004501
7

0.0006752
6

0.0236339
8 0.00326374

L3_con_b1_p1
0.0010128
8

0.0013505
1

0.0226210
9 0.00258848

L3_con_b2_p1
0.0014630
6

0.0029261
1

0.0226210
9 0.003939
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

L3_con_b3_p1
0.0006752
6

0.0009003
4

0.0234088
9 0.00686511

L2_aaa_b1_p1
0.0005627
1

0.0004501
7

0.0228461
8 0.00686511

L2_aaa_b2_p1
0.0005627
1

0.0004501
7

0.0228461
8 0.00731528

L2_aaa_b3_p1
0.0002250
9

0.0009003
4

0.0226210
9 0.00686511

L2_bbb_b1_p
1

0.0003376
3

0.0046142
5

0.0222834
6 0.0031512

L2_bbb_b2_p
1

0.0010128
8

0.0009003
4

0.0212705
8 0.0031512

L2_bbb_b3_p
1

0.0028135
7

0.0009003
4 0.0194699 0.00405154

L2_ccc_b1_p1
0.0004501
7

0.0011254
3

0.0208204
1 0.0031512

L2_ccc_b2_p1
0.0004501
7

0.0011254
3

0.0203702
4 0.0031512

L2_ccc_b3_p1
0.0009003
4

0.0009003
4 0.0194699 0.0031512

inter_bot_p1
0.0010128
8

0.0010128
8

0.0212705
8 0.00495188

fpu_b1_c2_p2
0.0004501
7

0.0004501
7

0.0207078
7 0.00551459

fpu_b2_c2_p2
0.0010128
8

0.0018006
8

0.0212705
8 0.00596477

fpu_rg_c2_p2
0.0014630
6

0.0018006
8

0.0198075
2 0.00596477

isu_al_c2_p2
0.0004501
7

0.0005627
1

0.0207078
7 0.00495188

fxu_r1_c2_p2
0.0009003
4

0.0010128
8

0.0198075
2 0.00495188

fxu_b1_c2_p2 0.0031512
0.0005627
1 0.0194699 0.00258848

fxu_b2_c2_p2
0.0003376
3 0.0023634

0.0191322
7 0.00258848

fxu_r2_c2_p2
0.0004501
7

0.0006752
6

0.0236339
8 0.01271733

in_lft_c2_p2
0.0004501
7

0.0006752
6

0.0236339
8 0.01204207

idu_al_c2_p2 0.0010128 0.0013505 0.0226210 0.01204207
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

8 1 9

ifu_ch_c2_p2
0.0014630
6

0.0029261
1

0.0226210
9 0.00911596

ifu_b1_c2_p2
0.0006752
6

0.0009003
4

0.0234088
9 0.00821562

ifu_b2_c2_p2
0.0005627
1

0.0004501
7

0.0228461
8 0.00866579

ifu_b3_c2_p2
0.0005627
1

0.0004501
7

0.0228461
8 0.00821562

lsu_nt_c2_p2
0.0002250
9

0.0009003
4

0.0226210
9 0.00821562

lsu_cr_c2_p2
0.0003376
3

0.0046142
5

0.0222834
6 0.00821562

lsu_b1_c2_p2
0.0010128
8

0.0009003
4

0.0212705
8 0.01192953

lsu_b2_c2_p2
0.0028135
7

0.0009003
4 0.0194699 0.01102919

lsu_b3_c2_p2
0.0004501
7

0.0011254
3

0.0208204
1 0.01170445

lsu_ch_c2_p2
0.0004501
7

0.0011254
3

0.0203702
4 0.01170445

in_ver_c2_p2
0.0009003
4

0.0009003
4 0.0194699 0.01192953

in_hor_c2_p2
0.0010128
8

0.0010128
8

0.0212705
8 0.0100163

inter_ver_p2
0.0004501
7

0.0004501
7

0.0207078
7 0.0100163

inter_hor_p2
0.0010128
8

0.0018006
8

0.0212705
8 0.00821562

fpu_b1_c3_p2
0.0014630
6

0.0018006
8

0.0198075
2 0.00821562

fpu_b2_c3_p2
0.0004501
7

0.0005627
1

0.0207078
7 0.01046648

fpu_rg_c3_p2
0.0009003
4

0.0010128
8

0.0198075
2 0.0100163

isu_al_c3_p2 0.0031512
0.0005627
1 0.0194699 0.01282987

fxu_r1_c3_p2
0.0003376
3 0.0023634

0.0191322
7 0.01102919

fxu_b1_c3_p2
0.0006752
6

0.0004501
7

0.0240841
5 0.02453432
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

fxu_b2_c3_p2
0.0006752
6

0.0004501
7

0.0234088
9 0.02453432

fxu_r2_c3_p2
0.0013505
1

0.0010128
8

0.0234088
9 0.02352143

in_rit_c3_p2
0.0029261
1

0.0014630
6

0.0204827
8 0.02352143

idu_al_c3_p2
0.0009003
4

0.0006752
6

0.0195824
4 0.02430923

ifu_ch_c3_p2
0.0004501
7

0.0005627
1

0.0195824
4 0.02374652

ifu_b1_c3_p2
0.0004501
7

0.0005627
1

0.0200326
1 0.02374652

ifu_b2_c3_p2
0.0009003
4

0.0002250
9

0.0195824
4 0.02352143

ifu_b3_c3_p2
0.0046142
5

0.0003376
3

0.0195824
4 0.02318381

lsu_nt_c3_p2
0.0009003
4

0.0010128
8

0.0232963
5 0.02217092

lsu_cr_c3_p2
0.0009003
4

0.0028135
7

0.0223960
1 0.02037024

lsu_b1_c3_p2
0.0011254
3

0.0004501
7

0.0230712
6 0.02172075

lsu_b2_c3_p2
0.0011254
3

0.0004501
7

0.0230712
6 0.02127058

lsu_b3_c3_p2
0.0009003
4

0.0009003
4

0.0232963
5 0.02037024

lsu_ch_c3_p2
0.0010128
8

0.0010128
8

0.0213831
2 0.02217092

in_ver_c3_p2
0.0004501
7

0.0004501
7

0.0213831
2 0.02160821

in_hor_c3_p2
0.0018006
8

0.0010128
8

0.0195824
4 0.02217092

L3_con_b1_p2
0.0018006
8

0.0014630
6

0.0195824
4 0.02070787

L3_con_b2_p2
0.0005627
1

0.0004501
7

0.0218332
9 0.02160821

L3_con_b3_p2
0.0010128
8

0.0009003
4

0.0213831
2 0.02070787

L2_aaa_b1_p2
0.0005627
1 0.0031512

0.0241966
9 0.02037024

L2_aaa_b2_p2 0.0023634 0.0003376 0.0223960 0.02003261
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

3 1

L2_aaa_b3_p2
0.0006752
6

0.0004501
7 0.0139553 0.02453432

L2_bbb_b1_p
2

0.0006752
6

0.0004501
7

0.0146305
6 0.02453432

L2_bbb_b2_p
2

0.0013505
1

0.0010128
8 0.0139553 0.02352143

L2_bbb_b3_p
2

0.0029261
1

0.0014630
6

0.0153058
1 0.02352143

L2_ccc_b1_p2
0.0009003
4

0.0006752
6

0.0182319
2 0.02430923

L2_ccc_b2_p2
0.0004501
7

0.0005627
1

0.0182319
2 0.02374652

L2_ccc_b3_p2
0.0004501
7

0.0005627
1 0.0186821 0.02374652

inter_bot_p2
0.0009003
4

0.0002250
9

0.0182319
2 0.02352143

fpu_b1_c4_p3
0.0046142
5

0.0003376
3

0.0145180
1 0.02318381

fpu_b2_c4_p3
0.0009003
4

0.0010128
8

0.0145180
1 0.02217092

fpu_rg_c4_p3
0.0009003
4

0.0028135
7

0.0154183
6 0.02037024

isu_al_c4_p3
0.0011254
3

0.0004501
7

0.0145180
1 0.02172075

fxu_r1_c4_p3
0.0011254
3

0.0004501
7

0.0145180
1 0.02127058

fxu_b1_c4_p3
0.0009003
4

0.0009003
4

0.0145180
1 0.02037024

fxu_b2_c4_p3
0.0010128
8

0.0010128
8 0.0163187 0.02217092

fxu_r2_c4_p3
0.0004501
7

0.0004501
7

0.0168814
1 0.02160821

in_lft_c4_p3
0.0018006
8

0.0010128
8

0.0173315
8 0.02217092

idu_al_c4_p3
0.0018006
8

0.0014630
6

0.0173315
8 0.02070787

ifu_ch_c4_p3
0.0005627
1

0.0004501
7 0.0163187 0.02160821

ifu_b1_c4_p3
0.0010128
8

0.0009003
4 0.0163187 0.02070787
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

ifu_b2_c4_p3
0.0005627
1 0.0031512 0.0139553 0.02037024

ifu_b3_c4_p3 0.0023634
0.0003376
3 0.0139553 0.02003261

lsu_nt_c4_p3
0.0004501
7

0.0006752
6

0.0020257
7 0.02498449

lsu_cr_c4_p3
0.0004501
7

0.0006752
6

0.0020257
7 0.02430923

lsu_b1_c4_p3
0.0010128
8

0.0013505
1

0.0024759
4 0.02430923

lsu_b2_c4_p3
0.0014630
6

0.0029261
1

0.0020257
7 0.02138312

lsu_b3_c4_p3
0.0006752
6

0.0009003
4

0.0020257
7 0.02048278

lsu_ch_c4_p3
0.0005627
1

0.0004501
7

0.0027010
3 0.02093295

in_ver_c4_p3
0.0005627
1

0.0004501
7

0.0027010
3 0.02048278

in_hor_c4_p3
0.0002250
9

0.0009003
4

0.0032637
4 0.02048278

inter_ver_p3
0.0003376
3

0.0046142
5

0.0034888
3 0.02048278

inter_hor_p3
0.0010128
8

0.0009003
4

0.0038264
5 0.02419669

fpu_b1_c5_p3
0.0028135
7

0.0009003
4

0.0038264
5 0.02329635

fpu_b2_c5_p3
0.0004501
7

0.0011254
3

0.0048393
4 0.0239716

fpu_rg_c5_p3
0.0004501
7

0.0011254
3

0.0052895
1 0.0239716

isu_al_c5_p3
0.0009003
4

0.0009003
4

0.0057396
8 0.02419669

fxu_r1_c5_p3
0.0010128
8

0.0010128
8

0.0038264
5 0.02228346

fxu_b1_c5_p3
0.0004501
7

0.0004501
7

0.0048393
4 0.02228346

fxu_b2_c5_p3
0.0010128
8

0.0018006
8

0.0038264
5 0.02048278

fxu_r2_c5_p3
0.0014630
6

0.0018006
8

0.0048393
4 0.02048278

in_rit_c5_p3 0.0004501 0.0005627 0.0048393 0.02273363
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Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

7 1 4

idu_al_c5_p3
0.0009003
4

0.0010128
8

0.0054020
5 0.02228346

ifu_ch_c5_p3 0.0031512
0.0005627
1

0.0034888
3 0.02509703

ifu_b1_c5_p3
0.0003376
3 0.0023634

0.0066400
2 0.02329635

ifu_b2_c5_p3
0.0004501
7

0.0006752
6

0.0020257
7 0.01485564

ifu_b3_c5_p3
0.0004501
7

0.0006752
6

0.0020257
7 0.0155309

lsu_nt_c5_p3
0.0010128
8

0.0013505
1

0.0024759
4 0.01485564

lsu_cr_c5_p3
0.0014630
6

0.0029261
1

0.0020257
7 0.01620616

lsu_b1_c5_p3
0.0006752
6

0.0009003
4

0.0020257
7 0.01913227

lsu_b2_c5_p3
0.0005627
1

0.0004501
7

0.0027010
3 0.01913227

lsu_b3_c5_p3
0.0005627
1

0.0004501
7

0.0027010
3 0.01958244

lsu_ch_c5_p3
0.0002250
9

0.0009003
4

0.0032637
4 0.01913227

in_ver_c5_p3
0.0003376
3

0.0046142
5

0.0034888
3 0.01541836

in_hor_c5_p3
0.0010128
8

0.0009003
4

0.0038264
5 0.01541836

L3_con_b1_p3
0.0028135
7

0.0009003
4

0.0038264
5 0.0163187

L3_con_b2_p3
0.0004501
7

0.0011254
3

0.0048393
4 0.01541836

L3_con_b3_p3
0.0004501
7

0.0011254
3

0.0052895
1 0.01541836

L2_aaa_b1_p3
0.0009003
4

0.0009003
4

0.0057396
8 0.01541836

L2_aaa_b2_p3
0.0010128
8

0.0010128
8

0.0038264
5 0.01721904

L2_aaa_b3_p3
0.0004501
7

0.0004501
7

0.0048393
4 0.01778175

L2_bbb_b1_p
3

0.0010128
8

0.0018006
8

0.0038264
5 0.01823192

143



Appendix Table 3

MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

L2_bbb_b2_p
3

0.0014630
6

0.0018006
8

0.0048393
4 0.01823192

L2_bbb_b3_p
3

0.0004501
7

0.0005627
1

0.0048393
4 0.01721904

L2_ccc_b1_p3
0.0009003
4

0.0010128
8

0.0054020
5 0.01721904

L2_ccc_b2_p3 0.0031512
0.0005627
1

0.0034888
3 0.01485564

L2_ccc_b3_p3
0.0003376
3 0.0023634

0.0066400
2 0.01485564

inter_bot_p3
0.0004501
7

0.0042766
2

0.0065274
8 0.00326374

fpu_b1_c6_p4
0.0060773
1

0.0006752
6

0.0037139
1 0.00754036

fpu_b2_c6_p4
0.0013505
1 0.0015756

0.0013505
1 0.00821562

fpu_rg_c6_p4
0.0013505
1

0.0020257
7

0.0013505
1 0.00979122

isu_al_c6_p4
0.0013505
1 0.0015756

0.0013505
1 0.01181699

fxu_r1_c6_p4
0.0029261
1 0.0015756

0.0027010
3 0.00821562

fxu_b1_c6_p4
0.0029261
1

0.0014630
6

0.0027010
3 0.00979122

fxu_b2_c6_p4
0.0029261
1 0.0015756

0.0027010
3 0.01125427

fxu_r2_c6_p4 0.0031512 0.0015756
0.0056271
4 0.00821562

in_lft_c6_p4 0.0031512
0.0014630
6

0.0056271
4 0.00979122

idu_al_c6_p4 0.0031512 0.0015756
0.0056271
4 0.01125427

ifu_ch_c6_p4
0.0033762
8 0.0015756

0.0087783
3 0.00821562

ifu_b1_c6_p4
0.0033762
8

0.0014630
6

0.0087783
3 0.00979122

ifu_b2_c6_p4
0.0033762
8 0.0015756

0.0087783
3 0.01125427

ifu_b3_c6_p4
0.0094535
9

0.0005627
1

0.0027010
3 0.01282987

lsu_nt_c6_p4 0.0042766 0.0004501 0.0198075 0.00776545
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MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

2 7 2

lsu_cr_c6_p4
0.0006752
6

0.0060773
1

0.0191322
7 0.00495188

lsu_b1_c6_p4 0.0015756
0.0013505
1

0.0175566
7 0.00258848

lsu_b2_c6_p4
0.0020257
7

0.0013505
1 0.0155309 0.00258848

lsu_b3_c6_p4 0.0015756
0.0013505
1 0.0139553 0.00258848

lsu_ch_c6_p4 0.0015756
0.0029261
1

0.0175566
7 0.003939

in_ver_c6_p4
0.0014630
6

0.0029261
1

0.0160936
1 0.003939

in_hor_c6_p4 0.0015756
0.0029261
1

0.0145180
1 0.003939

inter_ver_p4 0.0015756 0.0031512
0.0175566
7 0.00686511

inter_hor_p4
0.0014630
6 0.0031512

0.0160936
1 0.00686511

fpu_b1_c7_p4 0.0015756 0.0031512
0.0145180
1 0.00686511

fpu_b2_c7_p4 0.0015756
0.0033762
8

0.0175566
7 0.0100163

fpu_rg_c7_p4
0.0014630
6

0.0033762
8

0.0160936
1 0.0100163

isu_al_c7_p4 0.0015756
0.0033762
8

0.0145180
1 0.0100163

fxu_r1_c7_p4
0.0005627
1

0.0094535
9 0.0139553 0.003939

fxu_b1_c7_p4
0.0004501
7

0.0042766
2

0.0191322
7 0.02070787

fxu_b2_c7_p4
0.0060773
1

0.0006752
6 0.0163187 0.02003261

fxu_r2_c7_p4
0.0013505
1 0.0015756

0.0234088
9 0.01845701

in_rit_c7_p4
0.0013505
1

0.0020257
7

0.0234088
9 0.01643124

idu_al_c7_p4
0.0013505
1 0.0015756

0.0234088
9 0.01485564

ifu_ch_c7_p4
0.0029261
1 0.0015756

0.0204827
8 0.01845701
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MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

ifu_b1_c7_p4
0.0029261
1

0.0014630
6

0.0204827
8 0.01699395

ifu_b2_c7_p4
0.0029261
1 0.0015756

0.0204827
8 0.01541836

ifu_b3_c7_p4 0.0031512 0.0015756
0.0173315
8 0.01845701

lsu_nt_c7_p4 0.0031512
0.0014630
6

0.0173315
8 0.01699395

lsu_cr_c7_p4 0.0031512 0.0015756
0.0173315
8 0.01541836

lsu_b1_c7_p4
0.0033762
8 0.0015756 0.0139553 0.01845701

lsu_b2_c7_p4
0.0033762
8

0.0014630
6 0.0139553 0.01699395

lsu_b3_c7_p4
0.0033762
8 0.0015756 0.0139553 0.01541836

lsu_ch_c7_p4
0.0094535
9

0.0005627
1 0.0139553 0.01485564

in_ver_c7_p4
0.0042766
2

0.0004501
7

0.0020257
7 0.02003261

in_hor_c7_p4
0.0006752
6

0.0060773
1

0.0063023
9 0.01721904

L3_con_b1_p4 0.0015756
0.0013505
1

0.0069776
5 0.02430923

L3_con_b2_p4
0.0020257
7

0.0013505
1

0.0085532
5 0.02430923

L3_con_b3_p4 0.0015756
0.0013505
1

0.0105790
2 0.02430923

L2_aaa_b1_p4 0.0015756
0.0029261
1

0.0069776
5 0.02138312

L2_aaa_b2_p4
0.0014630
6

0.0029261
1

0.0085532
5 0.02138312

L2_aaa_b3_p4 0.0015756
0.0029261
1 0.0100163 0.02138312

L2_bbb_b1_p
4 0.0015756 0.0031512

0.0069776
5 0.01823192

L2_bbb_b2_p
4

0.0014630
6 0.0031512

0.0085532
5 0.01823192

L2_bbb_b3_p
4 0.0015756 0.0031512 0.0100163 0.01823192
L2_ccc_b1_p4 0.0015756 0.0033762 0.0069776 0.01485564
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MCM POWER4 detailed block Floor plan 45nm

Name Width Height Left-X Bottom-Y

8 5

L2_ccc_b2_p4
0.0014630
6

0.0033762
8

0.0085532
5 0.01485564

L2_ccc_b3_p4 0.0015756
0.0033762
8 0.0100163 0.01485564

inter_bot_p4
0.0005627
1

0.0094535
9 0.0115919 0.01485564

inter_cross1
0.0018006
8

0.0230712
6

0.0121546
2 0.00258848

inter_cross2
0.0234088
9

0.0014630
6

0.0013505
1 0.01339259

Appendix Table 4 

Fuzzy rules space contains 120 rules

No If Variable A And Variable B Then Delta U

1 if
temperature is 
maximum 80c and

temperature deviation is 
increasing then VLP

2 if
temperature is 
maximum 80c and

temperature deviation is 
decreasing then LP

3 if
temperature is 
maximum 80c and

core frequency is 
minimum then VLP

4 if
temperature is 
maximum 80c and

core frequency is very 
low then LP

5 if
temperature is 
maximum 80c and core frequency is low then LP

6 if
temperature is 
maximum 80c and core frequency is high then LP

7 if
temperature is 
maximum 80c and

core frequency is very 
high then LP

8 if
temperature is 
maximum 80c and

core frequency is 
maximum then VLP

9 if
temperature is 
maximum 80c and

core frequency 
deviation is increasing then VLP

10 if
temperature is 
maximum 80c and

core frequency 
deviation is decreasing then LP

11 if temperature is very high and
temperature deviation is 
increasing then VLP

12 if temperature is very high and
temperature deviation is 
decreasing then LP

13 if temperature is very high and
core frequency is 
minimum then LP

14 if temperature is very high and
core frequency is very 
low then LP

15 if temperature is very high and core frequency is low then SP
16 if temperature is very high and core frequency is high then SP

17 if temperature is very high and
core frequency is very 
high then LP
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Appendix Table 4 

Fuzzy rules space contains 120 rules

No If Variable A And Variable B Then Delta U

18 if temperature is very high and
core frequency is 
maximum then VLP

19 if temperature is very high and
core frequency 
deviation is increasing then VLP

20 if temperature is very high and
core frequency 
deviation is decreasing then LP

21 if temperature is high and
temperature deviation is 
increasing then LP

22 if temperature is high and
temperature deviation is 
decreasing then SP

23 if temperature is high and
core frequency is 
minimum then LP

24 if temperature is high and
core frequency is very 
low then SP

25 if temperature is high and core frequency is low then SP
26 if temperature is high and core frequency is high then SP

27 if temperature is high and
core frequency is very 
high then SP

28 if temperature is high and
core frequency is 
maximum then LP

29 if temperature is high and
core frequency 
deviation is increasing then LP

30 if temperature is high and
core frequency 
deviation is decreasing then SP

31 if temperature is low and
temperature deviation is 
increasing then VSP

32 if temperature is low and
temperature deviation is 
decreasing then VSP

33 if temperature is low and
core frequency is 
minimum then VSP

34 if temperature is low and
core frequency is very 
low then VSP

35 if temperature is low and core frequency is low then VSP
36 if temperature is low and core frequency is high then VSP

37 if temperature is low and
core frequency is very 
high then VSP

38 if temperature is low and
core frequency is 
maximum then VSP

39 if temperature is low and
core frequency 
deviation is increasing then VSP

40 if temperature is low and
core frequency 
deviation is decreasing then VSP

41 if temperature is very low and
temperature deviation is 
increasing then VSP

42 if temperature is very low and
temperature deviation is 
decreasing then VSP

43 if temperature is very low and
core frequency is 
minimum then VSP

44 if temperature is very low and
core frequency is very 
low then VSP

45 if temperature is very low and core frequency is low then VSP
46 if temperature is very low and core frequency is high then VSP

47 if temperature is very low and
core frequency is very 
high then VSP

48 if temperature is very low and
core frequency is 
maximum then VSP

49 if temperature is very low and
core frequency 
deviation is increasing then VSP
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Fuzzy rules space contains 120 rules

No If Variable A And Variable B Then Delta U

50 if temperature is very low and
core frequency 
deviation is decreasing then VSP

51 if
temperature deviation is 
increasing and

core frequency is 
minimum then LP

52 if
temperature deviation is 
increasing and

core frequency is very 
low then LP

53 if
temperature deviation is 
increasing and core frequency is low then SP

54 if
temperature deviation is 
increasing and core frequency is high then SP

55 if
temperature deviation is 
increasing and

core frequency is very 
high then SP

56 if
temperature deviation is 
increasing and

core frequency is 
maximum then LP

57 if
temperature deviation is 
increasing and

core frequency 
deviation is increasing then LP

58 if
temperature deviation is 
increasing and

core frequency 
deviation is decreasing then SP

59 if
temperature deviation is 
decreasing and

core frequency is 
minimum then SP

60 if
temperature deviation is 
decreasing and

core frequency is very 
low then SP

61 if
temperature deviation is 
decreasing and core frequency is low then SP

62 if
temperature deviation is 
decreasing and core frequency is high then SP

63 if
temperature deviation is 
decreasing and

core frequency is very 
high then SP

64 if
temperature deviation is 
decreasing and

core frequency is 
maximum then SP

65 if
temperature deviation is 
decreasing and

core frequency 
deviation is increasing then SP

66 if
temperature deviation is 
decreasing and

core frequency 
deviation is decreasing then SP

67 if
core frequency is 
minimum and

core frequency 
deviation is increasing then VSP

68 if
core frequency is 
minimum and

core frequency 
deviation is decreasing then SP

69 if
core frequency is very 
low and

core frequency 
deviation is increasing then VSP

70 if
core frequency is very 
low and

core frequency 
deviation is decreasing then SP

71 if core frequency is low and
core frequency 
deviation is increasing then VSP

72 if core frequency is low and
core frequency 
deviation is decreasing then SP

73 if core frequency is high and
core frequency 
deviation is increasing then VSP

74 if core frequency is high and
core frequency 
deviation is decreasing then VSP

75 if
core frequency is very 
high and

core frequency 
deviation is increasing then VSP

76 if
core frequency is very 
high and

core frequency 
deviation is decreasing then VSP

77 if
core frequency is 
maximum and

core frequency 
deviation is increasing then VSP

78 if
core frequency is 
maximum and

core frequency 
deviation is decreasing then VSP
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Fuzzy rules space contains 120 rules

No If Variable A And Variable B Then Delta U

79 if
core frequency is 
minimum and

temperature is 
maximum 80c then

DUPLICATED 
RULE

80 if
core frequency is 
minimum and temperature is very high then

DUPLICATED 
RULE

81 if
core frequency is 
minimum and temperature is high then

DUPLICATED 
RULE

82 if
core frequency is 
minimum and temperature is low then

DUPLICATED 
RULE

83 if
core frequency is 
minimum and temperature is very low then

DUPLICATED 
RULE

84 if
core frequency is 
minimum and

temperature deviation is 
increasing then

DUPLICATED 
RULE

85 if
core frequency is 
minimum and

temperature deviation is 
decreasing then

DUPLICATED 
RULE

86 if
core frequency is very 
low and

temperature is 
maximum 80c then

DUPLICATED 
RULE

87 if
core frequency is very 
low and temperature is very high then

DUPLICATED 
RULE

88 if
core frequency is very 
low and temperature is high then

DUPLICATED 
RULE

89 if
core frequency is very 
low and temperature is low then

DUPLICATED 
RULE

90 if
core frequency is very 
low and temperature is very low then

DUPLICATED 
RULE

91 if
core frequency is very 
low and

temperature deviation is 
increasing then

DUPLICATED 
RULE

92 if
core frequency is very 
low and

temperature deviation is 
decreasing then

DUPLICATED 
RULE

93 if core frequency is low and
temperature is 
maximum 80c then

DUPLICATED 
RULE

94 if core frequency is low and temperature is very high then
DUPLICATED 

RULE

95 if core frequency is low and temperature is high then
DUPLICATED 

RULE

96 if core frequency is low and temperature is low then
DUPLICATED 

RULE

97 if core frequency is low and temperature is very low then
DUPLICATED 

RULE

98 if core frequency is low and
temperature deviation is 
increasing then

DUPLICATED 
RULE

99 if core frequency is low and
temperature deviation is 
decreasing then

DUPLICATED 
RULE

100 if core frequency is high and
temperature is 
maximum 80c then

DUPLICATED 
RULE

101 if core frequency is high and temperature is very high then
DUPLICATED 

RULE

102 if core frequency is high and temperature is high then
DUPLICATED 

RULE

103 if core frequency is high and temperature is low then
DUPLICATED 

RULE

104 if core frequency is high and temperature is very low then
DUPLICATED 

RULE

105 if core frequency is high and
temperature deviation is 
increasing then

DUPLICATED 
RULE

106 if core frequency is high and
temperature deviation is 
decreasing then

DUPLICATED 
RULE

107 if
core frequency is very 
high and

temperature is 
maximum 80c then

DUPLICATED 
RULE
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Fuzzy rules space contains 120 rules

No If Variable A And Variable B Then Delta U

108 if
core frequency is very 
high and temperature is very high then

DUPLICATED 
RULE

109 if
core frequency is very 
high and temperature is high then

DUPLICATED 
RULE

110 if
core frequency is very 
high and temperature is low then

DUPLICATED 
RULE

111 if
core frequency is very 
high and temperature is very low then

DUPLICATED 
RULE

112 if
core frequency is very 
high and

temperature deviation is 
increasing then

DUPLICATED 
RULE

113 if
core frequency is very 
high and

temperature deviation is 
decreasing then

DUPLICATED 
RULE

114 if
core frequency is 
maximum and

temperature is 
maximum 80c then

DUPLICATED 
RULE

115 if
core frequency is 
maximum and temperature is very high then

DUPLICATED 
RULE

116 if
core frequency is 
maximum and temperature is high then

DUPLICATED 
RULE

117 if
core frequency is 
maximum and temperature is low then

DUPLICATED 
RULE

118 if
core frequency is 
maximum and temperature is very low then

DUPLICATED 
RULE

119 if
core frequency is 
maximum and

temperature deviation is 
increasing then

DUPLICATED 
RULE

120 if
core frequency is 
maximum and

temperature deviation is 
decreasing then

DUPLICATED 
RULE

1 if
temperature is 
maximum 80c and

temperature deviation is 
increasing then VLP

2 if
temperature is 
maximum 80c and

temperature deviation is 
decreasing then LP

3 if
temperature is 
maximum 80c and

core frequency is 
minimum then VLP

4 if
temperature is 
maximum 80c and

core frequency is very 
low then LP

5 if
temperature is 
maximum 80c and core frequency is low then LP

6 if
temperature is 
maximum 80c and core frequency is high then LP

7 if
temperature is 
maximum 80c and

core frequency is very 
high then LP

8 if
temperature is 
maximum 80c and

core frequency is 
maximum then VLP

9 if
temperature is 
maximum 80c and

core frequency 
deviation is increasing then VLP

10 if
temperature is 
maximum 80c and

core frequency 
deviation is decreasing then LP

11 if temperature is very high and
temperature deviation is 
increasing then VLP

12 if temperature is very high and
temperature deviation is 
decreasing then LP

13 if temperature is very high and
core frequency is 
minimum then LP

14 if temperature is very high and
core frequency is very 
low then LP

15 if temperature is very high and core frequency is low then SP
16 if temperature is very high and core frequency is high then SP

17 if temperature is very high and
core frequency is very 
high then LP
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Fuzzy rules space contains 120 rules

No If Variable A And Variable B Then Delta U

18 if temperature is very high and
core frequency is 
maximum then VLP

19 if temperature is very high and
core frequency 
deviation is increasing then VLP

20 if temperature is very high and
core frequency 
deviation is decreasing then LP

21 if temperature is high and
temperature deviation is 
increasing then LP

22 if temperature is high and
temperature deviation is 
decreasing then SP

23 if temperature is high and
core frequency is 
minimum then LP

24 if temperature is high and
core frequency is very 
low then SP

25 if temperature is high and core frequency is low then SP
26 if temperature is high and core frequency is high then SP

27 if temperature is high and
core frequency is very 
high then SP

28 if temperature is high and
core frequency is 
maximum then LP

29 if temperature is high and
core frequency 
deviation is increasing then LP

30 if temperature is high and
core frequency 
deviation is decreasing then SP

31 if temperature is low and
temperature deviation is 
increasing then VSP

32 if temperature is low and
temperature deviation is 
decreasing then VSP

33 if temperature is low and
core frequency is 
minimum then VSP

34 if temperature is low and
core frequency is very 
low then VSP

35 if temperature is low and core frequency is low then VSP
36 if temperature is low and core frequency is high then VSP

37 if temperature is low and
core frequency is very 
high then VSP

38 if temperature is low and
core frequency is 
maximum then VSP

39 if temperature is low and
core frequency 
deviation is increasing then VSP

40 if temperature is low and
core frequency 
deviation is decreasing then VSP

41 if temperature is very low and
temperature deviation is 
increasing then VSP

42 if temperature is very low and
temperature deviation is 
decreasing then VSP

43 if temperature is very low and
core frequency is 
minimum then VSP

44 if temperature is very low and
core frequency is very 
low then VSP

45 if temperature is very low and core frequency is low then VSP
46 if temperature is very low and core frequency is high then VSP

47 if temperature is very low and
core frequency is very 
high then VSP

48 if temperature is very low and
core frequency is 
maximum then VSP

49 if temperature is very low and
core frequency 
deviation is increasing then VSP
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Fuzzy rules space contains 120 rules

No If Variable A And Variable B Then Delta U

50 if temperature is very low and
core frequency 
deviation is decreasing then VSP

51 if
temperature deviation is 
increasing and

core frequency is 
minimum then LP

52 if
temperature deviation is 
increasing and

core frequency is very 
low then LP

53 if
temperature deviation is 
increasing and core frequency is low then SP

54 if
temperature deviation is 
increasing and core frequency is high then SP

55 if
temperature deviation is 
increasing and

core frequency is very 
high then SP

56 if
temperature deviation is 
increasing and

core frequency is 
maximum then LP

57 if
temperature deviation is 
increasing and

core frequency 
deviation is increasing then LP

58 if
temperature deviation is 
increasing and

core frequency 
deviation is decreasing then SP

59 if
temperature deviation is 
decreasing and

core frequency is 
minimum then SP

60 if
temperature deviation is 
decreasing and

core frequency is very 
low then SP

61 if
temperature deviation is 
decreasing and core frequency is low then SP

62 if
temperature deviation is 
decreasing and core frequency is high then SP

63 if
temperature deviation is 
decreasing and

core frequency is very 
high then SP

64 if
temperature deviation is 
decreasing and

core frequency is 
maximum then SP

65 if
temperature deviation is 
decreasing and

core frequency 
deviation is increasing then SP

66 if
temperature deviation is 
decreasing and

core frequency 
deviation is decreasing then SP

67 if
core frequency is 
minimum and

core frequency 
deviation is increasing then VSP

68 if
core frequency is 
minimum and

core frequency 
deviation is decreasing then SP

69 if
core frequency is very 
low and

core frequency 
deviation is increasing then VSP

70 if
core frequency is very 
low and

core frequency 
deviation is decreasing then SP

71 if core frequency is low and
core frequency 
deviation is increasing then VSP

72 if core frequency is low and
core frequency 
deviation is decreasing then SP

73 if core frequency is high and
core frequency 
deviation is increasing then VSP

74 if core frequency is high and
core frequency 
deviation is decreasing then VSP

75 if
core frequency is very 
high and

core frequency 
deviation is increasing then VSP

76 if
core frequency is very 
high and

core frequency 
deviation is decreasing

then VSP

77 if
core frequency is 
maximum and

core frequency 
deviation is increasing then VSP

78 if core frequency is and core frequency then VSP
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No If Variable A And Variable B Then Delta U
maximum deviation is decreasing

79 if
core frequency is 
minimum and

temperature is 
maximum 80c then

DUPLICATED 
RULE

80 if
core frequency is 
minimum and temperature is very high then

DUPLICATED 
RULE

81 if
core frequency is 
minimum and temperature is high then

DUPLICATED 
RULE

82 if
core frequency is 
minimum and temperature is low then

DUPLICATED 
RULE

83 if
core frequency is 
minimum and temperature is very low then

DUPLICATED 
RULE

84 if
core frequency is 
minimum and

temperature deviation is 
increasing then

DUPLICATED 
RULE

85 if
core frequency is 
minimum and

temperature deviation is 
decreasing then

DUPLICATED 
RULE

86 if
core frequency is very 
low and

temperature is 
maximum 80c then

DUPLICATED 
RULE

87 if
core frequency is very 
low and temperature is very high then

DUPLICATED 
RULE

88 if
core frequency is very 
low and temperature is high then

DUPLICATED 
RULE

89 if
core frequency is very 
low and temperature is low then

DUPLICATED 
RULE

90 if
core frequency is very 
low and temperature is very low then

DUPLICATED 
RULE

91 if
core frequency is very 
low and

temperature deviation is 
increasing then

DUPLICATED 
RULE

92 if
core frequency is very 
low and

temperature deviation is 
decreasing then

DUPLICATED 
RULE

93 if core frequency is low and
temperature is 
maximum 80c then

DUPLICATED 
RULE

94 if core frequency is low and temperature is very high then
DUPLICATED 

RULE

95 if core frequency is low and temperature is high then
DUPLICATED 

RULE

96 if core frequency is low and temperature is low then
DUPLICATED 

RULE

97 if core frequency is low and temperature is very low then
DUPLICATED 

RULE

98 if core frequency is low and
temperature deviation is 
increasing then

DUPLICATED 
RULE

99 if core frequency is low and
temperature deviation is 
decreasing then

DUPLICATED 
RULE

100 if core frequency is high and
temperature is 
maximum 80c then

DUPLICATED 
RULE

101 if core frequency is high and temperature is very high then
DUPLICATED 

RULE

102 if core frequency is high and temperature is high then
DUPLICATED 

RULE

103 if core frequency is high and temperature is low then
DUPLICATED 

RULE

104 if core frequency is high and temperature is very low then
DUPLICATED 

RULE

105 if core frequency is high and
temperature deviation is 
increasing then

DUPLICATED 
RULE
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Appendix Table 5

3D Fuzzy Correlation Distance
The Correlation Distance label Value

hotspot distance inverse  between c0  and c0 1
hotspot distance inverse  between c0  and c1 40
hotspot distance inverse  between c0  and c2 146
hotspot distance inverse  between c0  and c3 150
hotspot distance inverse  between c0  and c4 205
hotspot distance inverse  between c0  and c5 177
hotspot distance inverse  between c0  and c6 144
hotspot distance inverse  between c0  and c7 121
hotspot distance inverse  between c1  and c0 40
hotspot distance inverse  between c1  and c1 1
hotspot distance inverse  between c1  and c2 106
hotspot distance inverse  between c1  and c3 111
hotspot distance inverse  between c1  and c4 177
hotspot distance inverse  between c1  and c5 155
hotspot distance inverse  between c1  and c6 148
hotspot distance inverse  between c1  and c7 131
hotspot distance inverse  between c2  and c0 146
hotspot distance inverse  between c2  and c1 106
hotspot distance inverse  between c2  and c2 1
hotspot distance inverse  between c2  and c3 40
hotspot distance inverse  between c2  and c4 143
hotspot distance inverse  between c2  and c5 147
hotspot distance inverse  between c2  and c6 205
hotspot distance inverse  between c2  and c7 203
hotspot distance inverse  between c3  and c0 150
hotspot distance inverse  between c3  and c1 111
hotspot distance inverse  between c3  and c2 40
hotspot distance inverse  between c3  and c3 1
hotspot distance inverse  between c3  and c4 103
hotspot distance inverse  between c3  and c5 108
hotspot distance inverse  between c3  and c6 178
hotspot distance inverse  between c3  and c7 181
hotspot distance inverse  between c4  and c0 205
hotspot distance inverse  between c4  and c1 177
hotspot distance inverse  between c4  and c2 143
hotspot distance inverse  between c4  and c3 103
hotspot distance inverse  between c4  and c4 1
hotspot distance inverse  between c4  and c5 40
hotspot distance inverse  between c4  and c6 147

Continued 

155



Appendix Table 5

3D Fuzzy Correlation Distance
The Correlation Distance label Value

hotspot distance inverse  between c4  and c7 167
hotspot distance inverse  between c5  and c0 177
hotspot distance inverse  between c5  and c1 155
hotspot distance inverse  between c5  and c2 146
hotspot distance inverse  between c5  and c3 108
hotspot distance inverse  between c5  and c4 40
hotspot distance inverse  between c5  and c5 1
hotspot distance inverse  between c5  and c6 107
hotspot distance inverse  between c5  and c7 127
hotspot distance inverse  between c6  and c0 144
hotspot distance inverse  between c6  and c1 148
hotspot distance inverse  between c6  and c2 205
hotspot distance inverse  between c6  and c3 178
hotspot distance inverse  between c6  and c4 147
hotspot distance inverse  between c6  and c5 107
hotspot distance inverse  between c6  and c6 1
hotspot distance inverse  between c6  and c7 40
hotspot distance inverse  between c7  and c0 121
hotspot distance inverse  between c7  and c1 131
hotspot distance inverse  between c7  and c2 203
hotspot distance inverse  between c7  and c3 181
hotspot distance inverse  between c7  and c4 166
hotspot distance inverse  between c7  and c5 127
hotspot distance inverse  between c7  and c6 40
hotspot distance inverse  between c7  and c7 1
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