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ABSTRACT

Oil Industry depends on utilizing various technigjue get the valuable hydrocarbons
content of the ground. In order to get this dona profitable matter, a critical information

mining processes are held, starting on surfaceutir seismic explorations , then through
logging the dig space seeking data that would tedtle proper judgment on the very near
next step in well life cycle , or to update fornoatimodels for future plans. The outcome
of the logged data is valuable enough to sacrifieeyet valuable time in gathering these
data. This gathering process could last for longsd&@he purpose of this study is to

provide a solution for dealing with the, yet stihppen, failures of electronic sections
during the logging job, speed up the operation $ipgihardware capable of achieving the
required processing in less times, which increasasimum allowed logging speed, And

to reduce logging tools’ maintenance cost by promps modular, robust design, that
could have a way out of a long downtime loss ireaasan unexpected electronic failure in
Downhole logging tools during a job.

The logging process starts from producing Eledtnieaponses of used sensors, digitize
them, process the acquired data depending on theurexl physical quantity and how it is
measured, and convey these processed data, onmaucncation link, up to the surface.
Advanced Processors keep inspiring people with maotgntial benefits that could be
obtained through the high computation energy theyulcc provide. Multi-core
Microprocessors, and parallel processing, offerhlyigapable processing power to
applications starting from server stations dowertbedded systems. To do more than one
task at a time speeds up performance, allows nmrglex applications to be feasible. In
this study, other aspects of Multi-cores and Mpithcessors are taken, which are
Reliability, service availability, and compatibylit The Application introduced here is
hungry for high reliability implementations thatutd live and “amuse” working in hostile
environments, such as oil wells. The aim of théofeing chapter is to provide a brief view
of what that field of industry may concern of, ata introduce wireline logging

applications, which is the target application here.

The first chapter will illustrate why does wireliflegging has to depend on reliable
processing infrastructure that has to live in emwinents such as Downhole a well that

either being drilled, engineered, or producing. @Baone describes as well the problem



proposed here and its severity on the industryp@hnawo describes the boundaries of the
application, and what a suitable solution shoufdrofFollowing chapters will describe the

proposed solution in terms of the stated desigre@ives, and then an Implementation of
the proposed solution will be presented. The ld&stpter summaries the whole topic,

discusses conclusions acquired, and possible futork.
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CHAPTER 1
INTRODUCTION

One of the major steps in searching for, and etib@®il and gas at field reservoirs is to
collect Petrophysical data that describes the ggolBormation around a well. This data is
used as an input to help determine the presence@antity of hydrocarbons in a reservoir,

and to estimate the potential profit of the negpdiken in the well’s life cycle.

Started by Conrad and Marcel Schlumberger, in 182&nce, the first log was produced. It
was a simple Resistivity log shows recorded regigtimeasurements of the surrounding
Formation (Ground Layers) against depth, insideel. vihe resistivity log is used to evaluate
the possibility and amount of hydrocarbons coniternhe Formation. Also to determine how
mud had invaded the side walls of the well undst, this is known as invasion profile. This
simple application was achieved by a Mechanicalicgethat carries current and voltage
Probes Downhole. It used to measure the amoumijexfted current, versus the voltage drop,
measured at certain depth. That simple device veased, by Marcel Schlumberger, as
“Sonde”, a French word, that is now so well knownthis industry, to call sensors or

mechanical parts in a Downhole logging tool.

As the need for more information increased, thelstagssed to acquire data evolved.

Downhole tools are now, not only to collect datat, &lso to take samples of fluids and rocks,
and to present imaging of the formation or the weklf. These applications required more

capable hardware and firmware that are able taucapanalyze, process, and communicate
with surface. As the environment is tough, and tatihat may lead to wasting time, or

sometimes to close a well, are so costly, moregasing and control power are needed.

1.1  Well Logging

After this many Formation properties were measulikd, Porosity, Density, and Lithology.
Other properties a well in Open-hole section (#&isn which is still not covered with Metal
Casing) like Invasion profile, Mud Resistivity. Morservices came into the sight, like
Borehole Imaging, and Dip-measurements. Other cesvare required in Cased-hole, or the
cased part of the well. The cased part is the plthe well covered with metal casing.
Services in the cased part are like, Cement-bomduation, which evaluate the quality of

Cement behind the casing, also Cement Formatiod,ddicro-annulus evaluation, Casing

1



Corrosion, and Casing thickness. Back to the Omde-kection, another different type of

service are provided, which are Reservoir Samphng, Seismic. Reservoir Sampling is used
to capture and Analyze Fluid samples from the Ftiona these analyses are made
Downhole, also to evaluate formation pressure daicestations (Measuring Points). Seismic
is used to evaluate formation layers by getting ithpulse response of Formation layers,
which is used in Explorations. Other auxiliary m&asnents are usually taken, like

Temperature, pressure, Borehole wash outs, heatitécompression, which measures the
mechanical tension and compression on the toaigssent Downhole. That is used to help
safely driving the journey Downhole, and to det@ay stuck conditions. After all, the main

measurement obtained is Depth. In general, measmtsmmade by logging are physical

characteristics of the well fluids and or Formation

1.1.1 Logging Computations

The Computations are the algorithms used to comtumygguts from various Tools (Processed
data acquired by tools’ sensors) in a way to predem@aningful, electronically calibrated

(against Electronic Circuits’ errors due to theiaon of temperature), Borehole corrected
(by suppressing the effect of mud), and then catiéat. The acquired data is sent up hole, on
surface to another computation station, where iceR&trophysical model parameters are

applied on the acquired data.
1.1.2 The Log

The Log is data surveys acquired by Downhole todts.log Physical Properties against
depth, as well as other geometrical propertiehefBorehole, Open, or cased against depth,
is a “Depth Log”. The Depth Log could be againshei Measured Depth or true vertical
depth, in cases of deviated wells, the measurethdepnot the same as the true vertical
depth, due to the deviation angle of the well.dditon to Depth Log, there is also Time Log
(Station Log), which is acquiring measurements eetime, where measurements are taken
at certain depth points, or where fluid samplestaken. Figure 1-1 is an example of the final
Depth Log that shows Gamma Ray (GAPI), Bit Sizegmsed hole diameter), and Caliber
Readings in the first track (linear scale), IndoictResistivity in the second track (log scale),

Density, and Neutron Porosity in the last track.

1.1.3 Log Interpretation



Interpretation is the translation of log curvesoinneaningful information. Correlation
between various types of measurements is used gugek and sufficient information about
the logged interval; the relation between Dendigrosity, and resistivity could be a direct
indication of the presence and roughly the amodrtydrocarbons or other elements. Not
only the physical measurements are logged, butrabsoy other auxiliary measurements like
borehole radius, head tension, and Spontaneoustj@btare recorded versus depth as well.
These measurements are important to verify theigdlymeasurements taken, for example as
washouts would be a problem for Neutron Porosigging tools, so Neutron porosity won’t
be valid at that depth of deep washouts. Anotyyee Of data is also logged, which is Log
Quiality Controlor LQC logs. It is to verify the integrity of theeasurements, and the proper

condition of the Hardware.

TIME_1900 - Time Marked every 60.00 (s)

{IHV - Integrated Hole Volume every 10.00 {m3)
|— CV - Integrated Cement Volume every 10.00 (m3
—{ HV - Integrated Hole Volume every 1.00 (m3)

|— CV - Integrated Cement Volume every 1.00 (m3)

Standard Resolution | Spine and Ribs Density
Formation Photoelectric|  Correction (HDRA)
Factor (PEFZ) HDRS[1] HORS[1]

0 101025 g/lem3 025

CROSSOVER From RHOZ to NPHI
Amay Induction Two Foot Besistivity A30 (AT30) | Standard Resclution Formation Density (RHOZ
AIT_SpliceGroupl1 HORSIN
Ta A nT [ phm.m 200 tm3
————————————— Cable - - —
B 16| Tension | Away Induction Two Foot Resistivity AG0 |ATBD)
Bt Size (B5) L . - ool SRS
5 T ™ 15|2000 Ibf 6000{0 2
i

Figure 1-1 Resistivity, Density, and Neutron Parodepth log
1.1.4 Inversion Model

Geophysical remote sensing data can be used to $wie practical environmental,

engineering or exploration problems. In some casbgn only limited knowledge about the
subsurface is required, inferences drawn directiynfthe data can be sufficient, however,
when more detailed information about the subsurfageeeded, quantitative models of the

earth need to be estimated. This is geophysicaramn. In a typical geophysical survey, or



what is called in Wireline Logging “A Log”, Energig put into the ground in form of
Electrical, Electromagnetic field, Mechanical Sqroc Ultrasonic, even Magnetic resonance
Energies and record a response via Logging todis. Acquired Log is simply the observed
data. The values of the data depend upon the liistsn of physical properties in the
subsurface. This is the goal of the inverse probierto determine the distribution of the
physical property or properties that gave riseh® data. Inversion Model is a generic Item
used in various fields of science. In Geophysioseision Models are used to get more
detailed picture of the logged interval. The acgdidata, measured by logging tools, is fed to
the model; The Model applies numerical iterationstioe Model parameters in order to get
the measured data as close as possible to thesvalezlicted by the model. When
Iteration/Verification process is completed, thedrsion Model is now capable of giving

much information about the logged interval, as \aslbn expressive simulation.
1.2  Wireline Data Acquisition

The logging task is done by oil field services camps named generally as “Wireline”. It is
not a brand name; it is general name of a colleatibservices that are provided during a
time in which another specialized, crew, and eqeiptrtakes over the well site, executing
what is known in this industry as “Wireline Loggidgb”.

1.2.1 Downhole Equipment

Logging Equipment are the is the logging tools udetnhole to get the measurements
needed , or do the task required during a loggahg In a single tool string, there are always
various tools that produce different kinds of plgsimeasurements, which together are used
to get meaningful, interpretable log. Figure 1h@ws the tool string used to produce the Log
Shown in Figure 1-1. Starting from the bottom, firet tool from the bottom measures
resistivity based on induction theory, it is usathwil based mud drilled wells, as it works in
nonconductive environment. The second tool from bom measures density using a
radioactive source, placed in the tool before mgnn hole. It also measures Lithology and
Form Factor [4]. In addition to that it measuresré@mle radius using a moving caliber,
which is open when the tool starts logging up, afidro-resistivity [5], which refers to
resistivity measurements in a shallow depth of stigation.The third tool from the bottom
measures Neutron Porosity using a neutron produ@dgactive source, and Formation’s

Natural Gamma rays. The fourth tool from the bottsnthe Telemetry Cartridge which is



responsible for modulation/demodulation and bustemaey all downhole tools below. The

last thing is the Logging head which interfacestiiemetry cartridge with the logging cable.
1.2.2 Logging Cable

Logging Cable is the way to convey Power and Datavithole as well as to provide the

Mechanical connection with the tool string. Heptaeas a cable with seven conductors and
armor. It is the cable used for running most opele-hools,. Each telemetry system uses
different conductor assignments for both data anaegp transmission. Other Types of cables
like coaxial cable and mono-cable (single Condycéme used, but mostly in perforations

applications. The cable itself is used in measudagth and tension via Surface Equipment
which interpret cable tension and speed into numelues used to produce the log as well

as to control speed during logging.
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1.2.3 Well Sections and Conveyance



There are three main types of logging jobs baseth@mvell environment, they are:

 Open-Hole Logging: when the logging section is not cased, Just tfaurgl or
formation, with its walls covered with drilling Mud

» Cased-Hole Logging: is the case when the logging section is withi@asing. Cased-
hole log is used to check casing conditions andespraperties of the formation that could be
checked in cased sections.

* Production Logging: is used to perform some well tasks, or to acqaiteg while the
well is producing. Pressure equipment is used smah this kind of logging. It is done by
slim tools that could run inside the tubing.

To drive downhole tool string inside a well, if teell is vertical, tools’ weight could be
enough to pull them down the well. In horizontalllg/eor wells with high deviation angles,
tools’ weight is not sufficient, other conveyano®ls are used [7], just as a Tractor. The
Tractor is a conveyance device, used to tract $boigs inside deviated wells it can run in
Open or cased holes, but it works manly in casgar@duction logging as there where it has
proven its best performance. Figure 1-3 showsadralriving logging tools in and openhole

section.

Figure 1-3 View of a Tractor in Open Hole

TLC is another way of conveyance. In which drillipipes are used to drive the logging tool
string all the way to the logging section, up amavd. This way is so widely used, as it is a
rather simple way, but it consumes valuable timealdpths around 2000 meters, it might take
about 12 hours to put the string down in a TLC jag another 12 hours to take it up again.
Figure 1-4 shows a view of a TLC job.

1.2.4 Surface Equipments



Surface Equipment is the Hardware startfrom cable drum, depttensiongear, and the log
processing tation. Surface Equipmeris able to povide the necessardata that make it
possible to drive the tool string in or out the well, even if ngower is supplied to tr
downhole string.

Logging truck
P e
— Logging cable
outside Logging cable
drillpipe N sefup in CSES
Drillpipe —H s
o : Cable clamp
Cable sida—] B
antry sub _ Packoff seal
(CSES) ] "=~ assembly
i “*-,N_‘ Check valve
Logging —H
cable i
inside E )
Gnfipipe o CaSIQQ shos Wet-connect adaptor L6aaig sting

Figure 1-4 TLC Job

Depth-tension data isecessary to avoictuck condition in which the tool string gets pulle
to well’'s wall due to static pressi, or a well collapsaround the tool. Dep-tension devices
make it possible to know how much tension to sgbeityon the cabl

N bty FVavw

T

o
m—

o
i

Figure 1- SAcquisition Software runs on surface processing



1.3 Performance and Reliability of Downhole Electronics

1.3.1 Well Environment

Well Environment is one of the most hostile enviremts an electronic hardware can
survive. The temperature ranges from -30 C at tinface to around 250 C at some parts of
the Globe. This is the most common logging tempeeatange. Logging tools are supposed
to sustain bumping caused by mechanical liftingneide the well itself, against well walls,
or casing liners. This mechanical shocks can btieakool itself, or electronic boards inside.
The vibrations can cause bad solder jointed to apgeickly, or disconnect electrical joints

with even minor defects.

1.3.2 Natural Formation Pressure

Natural formation Pressure in most of common dems reach up to 30 KPSI. The
electronic boards have to be fixed inside metalqutor shield.

1.3.3 H2S

H2S is found in production wells, during drilling; during perforation, in some wells, it has
a corrosive effect on steel, which houses the meitt cartridge, the primary problem, it

causes, is metal embitterment.

1.3.4 Humidity

As the housing of the electronic cartridge is desdyto, should, block firmly fluids in and
out of the cartridge, the air trapped inside corgacertain amount of water vapor, in
downhole condition with high temperatures and presss the trapped water vapor and other
gases cause severe corrosion to the printed clyoaitds, in a way that could cause electronic
failures either with the PCB or ICs. That is whynhdity should be extracted out of
electronic cartridges; this is done by many simpleans, like adding humidity-absorbing

chemicals.

The severity of a downhole failure is classifiederms of money, loss time, and injury. Time
loss represents the nonproductive time. If a tadédl downhole and the conveyance was a
wireline in a good vertical well, the time to taket the tool string, troubleshoot and to

replace the failed tool with a backup, at, for epéen 1000 feet depth would be, in today’s



terms, 2 hours at least. Which costs a direct méogy equals to rig rate at that downtime.
Some rigs has a daily rates around 50,000 $/dagretcost more, some Rigs/drilling ships
apply $ per second, for example 5 $ per secon@. I8murs would be 36,000 dollars. Another
delayed loss that well owner will face, will be homany barrels/hour the well will produce
times $ per Barrel, that will be much more losshé conveyance was by TLC , for a 1000
feet , it would take the normal rig to get pull @mithole , and then to run in hole again , in
around 9 hours. That is added to troubleshootirthfexing times. i-e a small solder joint at
one lead of the telemetry chip or an amplifier ¢lipuld cause a catastrophic incident even
with the backup tool is available. Table 1-1 shantgpical severity matrix used today in one
of the major service companies. The table showsahass time of 48 hours is as severe as
losing a life. The logging industry over years hadercome these conditions but still
challenging the overheating and pressure effectslectronic cartridges of various logging
tools, as most of the tools are composed of artrel@c cartridge with or without a Sonde

/Sensors parts.

EXTERNAL LOSS Owner + Service Non Productive
Days Lost/Rest Oil Spill (Liters)
CATEGORY Money Loss (K$) Time (Hrs)

Light <10 <1 <100 <4

Serious >10and < 100 >1and <100 > 100 and < 1000 >4 and <24

Major > 100 and < 1000 > 100 > 1000 and < 10,000 >24 and <48

Catastrophic > 1000 and < 10,000 Loss of Life ( fatality) > 10,000 and <100,00 >48 and < 72
Multi-Catastrophic > 10,000 Multiple fatality > 100,000 >72

Table 1-1 Severity Matrix used in Field Servicesrpanies
1.4 Multi-processing and Multi-core Microprocessord&Eimbedded Systems

Multi-core processor consists of multiple centrabgessing units, residing in physical
package. Increased Integration has been a hallofapkocessor evolution for many years.
Similar to how different types of functionality haween integrated onto a single processor

core, the sheer availability of transistors has enadfeasible to package together several

10



processor cores resulting in the development ofirnate processors. The move to Multicore

processor architectures in the embedded procesdostry has been spurred by other trends

occurring over the past few years as well, inclgdin

Diminishing return from instruction level paralii enhancing technique — the
micro architectural techniques employed to extpastllelism from one instruction
stream are becoming more expensive relative tpéhnfrmance gain[17].

Clock scaling reaching limits due to power consiiti— an empirical study [23]
suggests that 1% clock speed increase result8% power increase. Space, power,

cooling techniques are key constrains in oil indust

A system with multiple processor cores has beernilabla for years. It differs from

multiprocessor (more than one processor, with themes of different architectures and

memory space) systems in number of charactersticls as:

Communication latency: The communication latencyaoimulti-core is typically
lower than a multiprocessor. Bandwidth between samemulti-core is also typically
higher than in a multiprocessor. The reason isptfoimity of the processor cores.
Consider the processor cores.

Number of processors: in a typical multiprocessgstem, number of processing
units , here is a full processor and one unitmugh more than the maximum number

or cores , which is the processing unit in multiecarchitecture.

There are other advantages to integrating coresastngle device. Multi-processor systems

are by no means new, but until now discrete cohesesl memory using memory/cache

coherency schemes that relied on cores’ snoopirgaanther's memory/cache accesses over

an external bus. If the snooping core detectedcaass to a memory block for which it had

an updated version in its cache, it would have tiiewthe updated block to main shared

memory before the requesting core could retrievalia version. So as well as increasing the

memory bandwidth and latency, the integration cdldiores allows inter-core buses 3 to 4

times faster than external buses, making snoogndgss of a strain on the inter-core buses

than a discrete processor solution would be[24].

Embedded systems are where microprocessors aretoasga Application Specific tasks,

constrained by time scheduling of executed taslksimum dissipated power, and reliability.
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Embedded applications obligate the hardware, ancde, ha microprocessor, to face
environmental conditions that the host applicatworks in. they are also obligated the

running operating system to meet certain hardpfirrsal time deadlines.

Both homogeneous and heterogeneous multiprocessbitegtures have been used in
building embedded systems. Heterogeneous multipsoog is used when there are parts of
the embedded software that would need the powexr digital signal processor and other
parts need a micro-controller for the housekeepictgyity. With the growing complexity of

embedded systems and the rapid improvements ireggotechnology the development of
systems-on-chip and of embedded systems incregsmdiased on integration of multiple

cores, either homogeneous (such as processorsgterobeneous. Modern systems are
increasingly utilizing a combination of processqi@PUs, MCUs, DSPs) which are

programmed in software, reconfigurable hardware5&®, PLDs), and custom application—
specific hardware. It appears likely that the ngatieration of hardware will be increasingly

programmable, blending processors and configuittadniéware.

Here, an application is introduced , that relieswdrat can a multi-core processor do , in
saving total area , eases communications betweeprtdtessing team , and more important ,

to offer reliability through offering a redundarrbpessing resources.

1.5 Research Objectives and Methodology

The objective of this research is to point out ithportance and potential benefits of using
advanced processing hardware to offer reliabilityone of the applications, in which a

reliable system is a necessity.

This work focuses on preparing the application,ohis here, a wireline logging, to be ready
to use a multi-core microprocessor, as a mean rdbnpeance enhancement, and portability.
It doesn’t go into any architectural specifics ofmacroprocessor, instead, it studies the
application it might b used in. It starts by delserg the application, which is well logging,
describes its needs, and major hazard it might Bgeloing this the main problem is pointed
out. The proposed solution is presented, whichasiy depend to reorganize the parts of the
main application in a way to be able to host arntdlyge benefit of multi-core microprocessor ,
in both reliability and design modularity which d@he main targets of the proposed solution.
Parts of the proposed solution is being synthesiretitested, as hardware, in an FPGA, that

12



work as one of the Main peripherals , and in saftwas part of processing tasks, which is
cable telemetry, one of the main duties that thedugulticore processor has to carry on.
Finally the unhandled sides of the proposed salytiand points for some potential

enhancements, are presented in future work section.

1.6 Summary

» Petro physics started with Conrad Schlumberge®i0§, depending on the primitive
electrical measurements of the Formation in det@ngi the existence of
hydrocarbons. Other techniques are introduced tasare various properties of the
Formation, Casing, and production Flow as well.

* Logging Tools are The Hardware sent to the wedlroter to gather these data.

* Telemetry system is the most common used to cotiveyacquired data to surface
processing system via logging cable.

* The purpose of this study is to redesign the edeatrparts of wireline Downhole tool
string using Multicore processors in a way to invyaroReliability and overall

performance, maintenance and upgrade of these tools

13



CHAPTER 2
PETROPHYSICS AND TELEMETRY BACKGROUND

This chapter discusses some facts about some gfhyscal properties that logging tools
measure. They are not even a significant portioallaservices and measurements that could
be provided in logging job, but they are commoméarly all of them. The purpose of this
chapter is to take the presented measurements agpése “Sonde” section measurements

referred to in the next chapters.
2.2.1 Petrophysics and Well Engineering

As pointed to in chapter 1, Petrophysics is thersm in which physical and geological
information about a spot of earth is analyzed ideorto calculate the nature, amount and
quality of trapped hydrocarbons. Upon petrophysiaablysis, well engineering process
calculate the benefit of the trapped hydrocarbams the best way to schedule, reach and
extract them. Next sections present some basicurerasnts taken by logging tools that are

necessary for petrophysical analysis.
2.1.1 Well Inclination

The purpose of an Inclinometer is to determinedhentation of the logging tool in earth’s
reference system, from which the orientation of thellbore can be deduced. An
inclinometer measures angles that the tool axesdbakned from the magnetic north, the
relative bearing, and acceleration. By knowing,dage and well coordinates, the acquisition
software transforms the magnetic north into theggaghic north. The result is an indication
of where on earth the measurements, of other tmolhe tool string, have been taken.
Inclinometry tools are always required in makingimage of the formation around the well,

and so it is an integrated part in all micro-registimaging tools.
Physics of measurements
The tool purpose is to determine a reference fravhere X, Y, Z axes are:
X: Horizontal component of earth’s magnetic field.
Y: Magnetic east.

Z: The downward directed vertical.
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Tool axes as seen by the tool:
i Tool Reference Axi:
j: Tool Perpendicular Reference A
k: Tool Vertical Axis.

An Inclinometerexpresses tool position in earth’s system of

Y
. k
\4
Tool Axes
X Axis : N : Magnetic North

Y Axis : E : Magnetic East
V Axis : G : Gravity

Figure -1 Inclinometer Measurements

Tool Orientation is defined by DeviatioAzimuth, and Relative Bearinghese results could
be obtained by combining results of tt-axis accelerometewith three axes magnetomet
An Inclinometer is simply threaccelerometersach is on one of the thraxes. Obtained
values are used in mapping process between the two systems of codedindhey ar:

defined as follows:
Deviation is the angle between vertical and tool axis k, messin the vertical plai (Z, k).
Azimuth is expressed as two compon.

* AZR: Azimuth of referencdine, which is the angle between North and reference

projection on the horizontal plane (N,

* AZX: Azimuth of well’'s deviation: angle between North and tool axis prijacon the

horizontal plane (N, E).

Relative Bearing is the rotation frm the top-of-hole direction toga 1(Referenc line on
tools’ surfacg, in a clockwise direction looking down the toolia RB is given between
and 360 deg. It is not wallefined when we’s deviation is near zero.

The outputs of an Inclinometer ¢

16



* Fx, Fy, Fz: Acceleration components.

* GX, Gy, Gz: Magnetic field intensity components.

The calculations of Deviation, Azimuth, and RelatBearing can be done as follows.

|F| = /Fx2 + Fy? + Fz2

|G| = y/Gx2 + Gy? + Gz2

Gx Gy Gz
gxz—’ gy:—' gzz—

|Gx| |Gy |Gz
¢ Fx ¢ Fy ¢ Fz
X =——, y:—' 7 = —

| Fx| |Fyl |Fz|

Reference i

A78 AZX

a North N

-
=: -

: i

DEV

Figure 2-2 Tool and Earth’s Axes

@-1
2-2)
2-3)
@-9

From figure 2-2, the relation between Angles an@#®gould be evaluated as follows:

DEV = tan™!
gz
AZR — tan_l M
fz — gzsinl
AZX = tan~! M
fx — gxsinl

sinl = fxgx + fygy + fzgz
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Sin |, Represents the inclination of the magnae@dfwith respect to the horizontal at this
point of earth. That is the conversion between MéignrAxes and geographical Axes, so that

the final result would be with respect to the gepical coordinates used by the geologists.
The Relative Bearing would be:

-1 87

RB = tan (2-9)

The outputs of an Inclinometer, acceleration an@ymetic field components, change with
temperature, therefore, one temperature sensees with each of the accelerometer and the
magnetometer used in an inclinometer. The recotdetperatures are used, with stored

temperature coefficients, to compensate outputs thé current temperature.
Output signalsof an Inclinometer

In one of the commercial inclinometer sensors, lacometer signals have a frequency
spectrum that extends from 0 to 200 Hz, with Vadtéeyel up to 10 volts. Normal sensitivity
for each inclinometer is 5 volts per g (nominahgaof 9.81 m/s).

Magnetometer outputs Range from 0 to 10 volts. Mégrfield intensity components, the
output of the three dimensions magnetometer, arange of 8.4 v /Oersted. (The Maximum
Earth Magnetic field is 0.7 Oersted).

2.1.2 Gamma Rays

Natural Gamma rays measurement is essential insalarny logging. Natural Gamma ray is
used in correlation purposes as Gamma rays praffiertain section of the formation is as

unique as a finger print.
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Figure 2-3 Natural Gamma Rays in Sonic — Resistioi

The Natural Gamma rays are measured by a Scirdilaketector [8]. This detector requires
high voltage value to excite its “Photo MultiplieiThis high voltage changes with Detector’s
aging, It is adjusted in a matter that slight G@-V) won’t change the detector response. This
detector's characteristics, under high temperatuney deviate a little enough to be

compensated by this high voltage adjustment imiltglle of Detector “Plateau”.

Gamma rays emit photons from Nal detector’s crydtaéy are, then, amplified by the
Photomultiplier's cathodes and represented in enfof negative pulse. Theses pulses are
filtered and discriminated (compared to a threshdlten counted figure 2-4 shows a block
diagram of a scintillation detector.

Radiation

e

Measuring
Device

“Photocathode

Optical Window

Figure 2-4 Gamma Rays Scintillation Detector

Output and input signalsto a GR detector
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The scintillation detector uses high voltage wilie fphotomultiplier, a control command
adjusts the output of the high voltage power supphe counted GR is sent as a number
every second. The processing unit does statistadatlations on the acquired counts/sec, and
outputs the mean of received counts over a cepaiiod of time, say 10 seconds. Detected
Gamma rays are negative pulses. High voltage pswgply reading is another output; O to

10 volts represent 0 to 3000 volts.
2.1.3 Micro-resistivity Imaging

Micro-resistivity Images are used to get formatidip, fractures, and faults [21]. The
identification of fractures is based on the obskowaof resistivity contrast with the host
rock. A common industry trend in designing resisgivmages, is in the form an array of

sensors over number of arms (pads) spaced in don@wer most of the borehole space [5].

Figure 2-5: Micro-resistivity imager — Earth Imageby Baker Atlas

Spaced pads sensors are mainly probes to sensetaheed current through the formation,
and then by applying a factor represents geomsirdpe equivalent to the part of formation
involved in the measurements, which depends ong#g@metry of current probes, an
estimation of resistivity is acquired. The acquivadlie of resistivity represents the resistivity
of certain portions of the formation depending ba tlepth that the induced current could
reach. In electrical imagers the acquired resistid meant to be Micro-resistivity, or the

resistivity of a shallow layer of the formation.

The operating principle of Electrical imagers isttha bedding surface cutting across a
borehole at some angle causes a change in formBtioro-resistivity measured by the

sensors. These sensors are installed on padddisttiall around the well circumference as
mentioned before. The dip or slope of the beddiage causes the pads to encounter Micro-

resistivity changes all along the analyzed poriwwdrthe well. The difference in resistivity
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over depth through formation layers, or in placdsere faults or cracks, that contains a

different material, exist, is used to calculate diye

8cm

| ——

Current-injector :
| |-
electrode
1 .
I [
8V Button-

"""""" > sensor 99900 E
Dairs 00000| |

\K | Current-injector

electrode y

T

[i]

R, = KB/l
k =geometrical factor ~ 10 m.

Figure 2- 6 Schematic diagram of a Micro-resisgiihager — OBMI — by Schlumberger

Input control signalsin a micro-resistivity I mager

According to the tool principle of operation, a m@mnt source is required to conduct the
variable current injection into the formation ircantrolled manner. A current value control
command is sent from the processing unit, and #&alter in the tool, and current value is
monitored as a number per second, and sent battle toontrol commands issuer, which is

either the processing unit on surface or a downtofroller.

The tool contains a caliber that carries tool p&alspen and close it, a command is sent from
surface processing unit to a set of relays in s@®b#ion to open a bath for the sent AC to
operate a motor, or to fire a solenoid. An opefose code command word is needed. Also

caliber reading is monitored and sent back to tbegssing unit on surface.
Output signalsfrom a micro-resistivity | mager

Each pad has a group of sensors, 32, in a tymoal All of them are multiplexed and added
to a single frame per second. Four frames per skeaom sent to a control unit, either on
surface or downhole, to apply DSP preprocessinghenacquired frames, then, by the

processing unit, a snap shot at the measuremetit gput in the log.
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Figure 2-7 Micro-resistivity Log sample

2.1.4 Auxiliary measurements

Temperature Measurement, which could be done by simple RTD connected withrent
source and voltage terminals. To measure temperautself, target information, besides, it
is used in further computations, as many sensove @ be temperature compensated.

Temperature value can be sent up as a number qarcse

Downhole Force M easurement, is an important quantity in logging runs , aepresents the
amount of tension applied on the logging head ,smdt reflects many situations that a tool
string could face downhole , for example , if a@dck “ condition happens during logging up
, head tension will severely increase , if not ngeoh it will cut the head’s weak point ( the
best scenario) . Also, compression force could dgnthe tool string, if a sever compression
is applied on the string from surface, for exammle[LC jobs mentioned in chapter 1. DF is
simply measured by a resistor bridge, fed by 7 Hr,volts pulse. The bridge unbalance
voltage value would reflect the applied force. TWatue is sent Uphole for processing.
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2.2 Telemetry

Telemetry System is an old communications schemeishwidely used in many applications
which involve a communication link on a relativediiort distance, in our situation around
30,000 feet. Telemetry is “Historically” defined #ee communication system that provides
remote control over other party as it allows auttienanonitoring, alerting, and record-
keeping necessary for safe, efficient operationse @f the Current systems in use, in
wireline logging industry, is commercially idengli as EDTS, or Enhanced digital
Telemetry System. EDTS is the system preferredigh lhandwidth required applications
such as imagers/scanners. EDTS implements EnhdrastdTool Bus, EFTB, as its main
way of collecting data from various stations (tpad$ a tool string. EFTB is carried by a
shielded twisted pair cable. It is auto terminatedta is capsulated as packets, which start
from the very bottom tool, being relayed in evesgltabove, and then sent by the upper tool,
which works as the telemetry cartridge, whose fioncis to re-capsulate collected packets in

super packets, and send them via OFDM over cabiehat is known as DMT.
2.2.1 Cable Telemetry

A Logging cable is the media used to carry all poared communications between downhole
and surface units. One of the famous types is @ms@onductors’ cable, shielded, and
armored. Cable band width is about 700 kHz. Takleshows the electrical characteristics of

some cables used today in wireline logging.

Insulation

E.nds Safe Max DC resistance Capacitance Voltage Current
Outer . fixed N temp . Center . h
Code Diameter weight break Working 3 resistance (M conductor Ratings Rating
Load (Ohm/kft)  Ohm.kft) (Volts) (A)
strength hours N pF/ft
1-23ZA 0.233 103 5890 2945 450 7.1 15000 40 920 1.61
1-25P 0.257 118 6530 3265 265 10.4 15000 32 1030 1.1
1-25ZA XXS 0.257 118 8390 4195 450 10.4 15000 32 1025
1-32ZA XS 0.319 195 11620 5810 450 2.8 15000 48 1200
2-32ZA 0.319 196 9990 4995 450 6.8 15000 44 825
7-39P XXS 0.395 247 15440 7720 265 10.9 15000 49 720
7-39ZA XXS 0.395 258 15440 7720 365 10.9 15000 45 720 1.1
7-46P 0.464 332 16690 8345 285 10.9 15000 40 875 1.1
7-46P XS 0.464 333 19410 9705 285 10.9 15000 40 875 1.1

Table 2-1 Logging cables characteristics
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The logging cable is connected to the telemetry enodhru a cable interface circuit. Wire
pairs are used to establish up and down links. Polivees are superimposed on

communication lines. AC and DC lines are superiredass well.

DMT modulation [12] is used to modulated, and deutagéd, data coming from, and going
to, downhole tools.

2.2.2 Local Communications

Packets come from all tool string tools to therted&ry cartridge to be rearranged in super
packets, and then sent over the cable. The dovanstuper packets are divided up to
separate packets, arranged in a frame, and thertcséools below the telemetry cartridge,
over a local bus connecting all tools , one of whdely used protocol to do so , is called
EFTB. Figure 2-10 shows a flow chart representing main functions of EFTB. As a
communication protocol, EFTB is expressed in layéeser 1, is the physical layer when
modulation and demodulation take place. ModulaiioBFTB is Biphase mark [15]. Layer 2,
is the Frame layer, in which data chunks are plagigd separating time intervals. Each
chunk or packet comes from a tool in the stringatTis for both the uplink, and downlink
frames. Layer 3, is the Transport layer, where robritags and CRC is calculated and
checked for each packet, each tool relays tratimes from the tool below and adds its own

packets , if it has any.
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Figure 2-8 Telemetry in logging tool string

Layer 4, is the Message layer, where a messagehvigiia collection of data, comes from
each sensor in the tool, is composed from the cgmatkets, or divided over packets to be
sent. In Figure 2-10, only the first 3 layers anewsn. Figure 2-9 shows how Messages are

mapped into packets.
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Figure 2-9 EFTB Packets’ Structure

As shown in the figure a Packet consists of Synodwbength field, Destination address, in
which window it will be sent, status word, and teyload filled of words from the upper
Message layer. The start of each message in atfsapkgload words is indicated by the List
Head word. And finally a CRC field is calculatedr feach packet. Packets are sent in
windows. A window is when each node can send itkgig. Window size is a mean of

traffic control, managed by the telemetry cartridge

Frames of Packets are composed in layer 2, thervarways to issue that frame, according
to EDTS, there are only One to Many, and Many t@ @ommunication. So, there are two

sorts of behavior in this layer. They are Mastet, &8lave responses.

The Master response in what currently telemetryridges do, in there, the one to may frame
is composed, transmission window sizes readjustethier frames. Window sizes and delays
are set by the master station. station responds simpler way, it waits for its dedicated
packet sent in the frame due to the protocol, @acket in the fame have a one bit sequence

number, and each packet is sent twice, to avoridnsinission in case of failures.
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Figure 2-10 EFTB protocol
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So, a packet with sequence 0 is the main andseitjuence 1 is the retransmission , When
a sequence O is received , The station will wait riiransmission before processing the
received Packet. After the packet is received andgssed, the Slave station will send one
packet of its uplink buffer when permission is demhand its sending time interval comes.
EDTS Specifies the Frame format and delay calanatifor each station in the string,
according to its place. Frame rate is 62.5 Hz,1®ms Frames. More on telemetry can be
found in [15], [16].

2.3 Summary.

* The main purpose of this study is to provide anotiey of implementing some very
common logging tools in way to enhance its perforoga emphasis on reliability,

robustness and reduce maintenance costs of theoslieqart.

* Telemetry Cartridge, Inclinometer, Micro resistwitmager are of the tools under

study here.

» Telemetry is the used communication system to loothvey data up to the surface
and commands downward. Part of the used telemgster® is the communication

bus collects data from various logging tools i@l string.

* Inclinometer system, another ingredient in pregarimaging logs, is based on

mapping tool axes into Erath axes.

* Micro-resistivity imaging is one of the major amaltions, by which Dip
measurements are acquired, and other formatiorr@eidproperties. The theory of
measurements are based on injecting high frequaxygurrent into the formation
and obtain formation response by sensors geomigtrigaced in order to cover the

bore hole.

» Auxiliary Measurements such as temperature heax fand Natural Gamma Ray is
found in any openhole log, basically for correlatemd environment compensation of

the main log.
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CHAPTER 3
PROPOSED DOWNHOLE DATA ACQUISITION PROCEDURE

In this chapter, the proposed solution is discuskedrder to address the required reliability

discussed in chapter 1, and by taking benefit ef ddvanced processing techniques , a
generic acquisition system , that provides enowglumdancy , and can tolerate a failure ,
without an external intervening, is the target soluproposed here. The idea is to transform
function specific logging tools into generic comtrpreprocessing, and communication part,

and a function specific sonde part, where all senand function specific power supplies are

held. What is discussed here, is how to build tret part, how it could provide reliability,

fault tolerance, and first of all, to interface $wnde part.
3.1Behavioral Description

Staring in the behavioral Domain on The Architeaturevel, figure 3-1 shows an outline of
the proposed Acquisition system. The main diffeesnbetween this and most applied
designs could be seen as communications redundamseshown the figure, the proposed
design is represented as a main telemetry statidrother peripheral stations. The main one,
is just a regular peripheral station structureddition to the cable modem section, denoted as
“Main Telemetry station“, the backup telemetry iatis a repeat of the cable Modem
section for redundancy purposes. Each of main aaitup station is separated electrically
and mechanically from one another, in a way thahean work separately, as mentioned in
chapter 1, failures due to flooding will completelismantle the flooded section , for such
estimation, the backup section should be workimtppendently. The box denoted as “Link”
represents the shared communication medium. Eaatlorstis a communication node; it
sends and receives data in both directions. Easlother two data exits. Here, “data” refers
to the acquired information from the attached sessation (Sonde section), data sent as
surface commands to certain station, or packetstseanother station. The main telemetry
station collects other stations’ data, to be serthé cable modem. The other data exits are
“Data outlet “and “Emergency channel interface ‘heTfirst one is used to deliver data
product to where the acquired or delivered datagrann case of the main station, either out,
after unpacking other stations packets and addisgown acquired measurements data,
(auxiliary measurements described in chapter 1 Zndor in, as when the main station
receives the downlink frame data from modem seciitve second data exit is the emergency
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data channel, as the name depicts, another emgrgdrannel, independent from the
common station interfaces, could be used in casestation interface completely fails. When
a station fails, the failed station’s data will tieected to another station that would, at this

time, do both home works.
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Figure 3-1 Proposed Acquisition Downhole tool gjrin

Main and backup telemetry stations are not pasam@ems only; they also host error
control and data transmission/recovery control alrercable, monitor next stage’s status that

will pass the payload to or get it from.
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The design has to fulfill the following objectivesorder to achieve targeted benefits and to

be realistic as well:

» Telemetry protocols can be implemented. Migrati@mf one to another still applicable
without any Hardware changes.
» Can interface with the same terminals to varioussees, mechanical parts, i-e, it can
live with many sonde types.
» Can provide computation power and electrical liaieef able to open large space for
developing more sophisticated types of sensors,desonor more intelligent
electromechanical parts.
It has to be so modular and generic in order tadown manufacturing and maintenance
costs.
* It has to provide enough redundancy that the likeld of having a downhole failure
would be much less.
» Real time systems can fit in.
 Digital signal processing is the pivot stone inganéng all kinds of measurements, so,
the design should be comfort with that.

3.1.1 Node Processing

As mentioned in Chapter 1, in order to achievegireerality, each node can be any tool, with
custom sonde. In this part, that is mainly relatedwhat is to be run on node’s main

processor, the software configuration proposedtieduced.

One of the Goals of this study is to use the gabibf Multi-core — Multiprocessor
environment to achieve higher reliability to thepligation on focus. In order to translate
dedicated HW custom made tools into fixable gengW¢ Application, HW roles is to be turn
into processes. The trend taken here, is to represeh HW Tool with a single process that
can be run on a single Core, with other indepenpmtesses representing other functions of
the same tool or other distant ( May be failinggltas well . So this section starts with the
representation of tools as SW processes, and timrusdes the target multiprocessor
environment, generated code for that platform, famally applying this on one logging task,

the Cable Telemetry.
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3.1.1.1 Logging Tool String SW Model

Each tool in a logging tool string is assigned action that it can uniquely achieve.
Figure 3-2 shows a typical tool string (on the)l&ftth the corresponding processes it
could be converted to. The functions achieved bkysttme of the discussed services in
chapter 2 are shown in the figure, in addition tleeo processes, those are not shown
in the figure, and are embedded in all nodes, whighthe Acquisition process, and

Inter-Node Link process.

Acquisition Process The process responsible for dealing with Sontlerfiace section, it
sends and receive command words, responds to Caehassts, and emergency requests.
Its input is downlink traffic from Inter-Node linrocess, and output is uplink traffic to the

Same process.

Inter-Nodes Link Process It represents The Inter-Nodes Communication matoMany,
currently available, protocols could apply, nonec®ered here, for any, the following

requirements have to be met.

» Listens to the communication media, terminals angeuheir presence.

» Each terminal is assigned a unique ID (form whible,8 bit Node ID is deducted).

* Assigned a Master and descending command hierarchy.

* When a Node Fails, it announces a Node Failureaarestudy of the available working
Nodes are done, and a new master is reelected.

* A token is generated at the master and routediih parameters, to all in order, then
returns back, the master initiates that when raqddsy other processes.

Input/outputs to/from Inter-Nodes link process, alé other processes, it performs the
connection between cable telemetry process to takroprocesses, and a node to node

intercommunications.
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Figure 3-2 Logging Processes

Telemetry Process:The Software Subroutine that carries out cablemelry tasks, it starts

in a default limited mode that will work on any éabThen it is initialized from surface with
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the desired parameters to get the maximum froncade. Its input/output is to Inter-Node

Link Process.

Micro-resistivity Dip meter, Auxiliary Measurements, and Ultrasonic Borehole Imaging
Processes:Processes responsible for processing the acqdiaéa from sonde interface,
According to the sonde type and the required piegssing for each service. Their input are

Acquisition Processes, and output are Inter-Nodeks jorocess.

3.1.1.2Node Structure

Logging Process Processing Node
Main Multi-core
Inter-Nodes Communications ‘ Boot Memory H Main Memory ‘
Additional Tasks \ 1/0 \
Measurements Data ‘ ‘ Sonde Interface ‘

Figure 3-3 Processing Unit (Node)

Figure 3-3 shows a representation of the processiitgn each Node. It hosts:

The main Multi-core, and Boot Memory, which carries: start up operating system, cable
telemetry routine, and inter-nodes link routinealéo containd)RAM, and 1/0. Each node

takes the following steps.

Boot up Task: After Power up, each Node boots up to be able tiope cable telemetry,

and Acquisition, and nodes-Intercommunications.

Load Task: After booting up each Node in row when passed aripktarts its own Cable
telemetry process, and directly getting loadednfisurface, by the processes it will execute,
as each node is informed by its connected Sondet dbe services that Sonde is provided,
though the given Sonde Type Figure 3-4 proposes hoading process could be

implemented.

Logging Task: After loading the Logging stage starts, all loagedcesses as well as booted
processes will work in parallel, occupying Paratlgleads offered by Multi-core processor.

Figure 5-4 shows a flowchart of the logging Task.

In the following section one of the mention proess<able Telemetry, is synthesized.
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3.1.2 Logging cable Telemetry as a Process

The Logging cable carries all collected data frolinother logging tools packed by the
telemetry tool into super frames as discussed aptan 2. The whole telemetry task can be
subdivided to:

» Cable Modem.
* Message Extractor / Packager.

* Message dispatcher / Collector.
The following sections discuss the implementatibfirst section.

The Used Modulation on Logging cables is Discretelttbne Modulation [12]. Discrete
multitone (DMT) modulation is an attractive meth@m communication over a non flat
channel with possibly colored noise. It is wideled in ADSL. Discrete Multitone (DMT)
modulation is a multicarrier technique which makégcient use of the channel, maximizing
the throughput by sending different numbers of bitdifferent sub-channels. The number of
bits on each sub-channel depends on the SignabiseNRatio of the sub-channel. The
performance of a DMT system can be further incréabg using powerful Coding
Techniques [13], which could be flexibly achievédough the use of enhanced processing
HW. During this study the used coding will be alknvto vary according to the channel
Capabilities [12] [14]. Figure 3-6 shows a bloclagliam of DMT Transmitter. DMT steps

are:

Parsing Stageis the very first step is usually done through PAM,QAM Constellation.
QAM is chosen here. The resulting of each bit blieck complex symbol. An Input Complex
Vector of size N is the result.

Pre Coder: In order to achieve less error rate in the codedb®)ys, the input block is coded
in a way to produce the complex output based on pitevious combinations, a (3/2)
Convolutional encoder is added [14] as the preestagd the number of memory cells (states)
is adjustable according to the required depth &tolny as in [14].In the applied algorithm the
input bit stream is coded as follows:
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Figure 3-4 Process Loading
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— -1 -1 .
Si=8S71DJ; ,i(1ltoL—1) (4-2)
— -1
Si-1= So (4-3)

L: Number of States, in the Convolutional encoder.
S, ™ : Saten, atm previous time steps (in the™ previous sample).

The Implemented Convolutional Encoder accepts amgher of inputs, and any number of

states, The Number of states used is the lengthsefjuence. In Sequence based Codes, The
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Code Gain is a measure of the MECD is increasedhwh lower BER (Bit Error Rate) [14],
and direct reason for MLD (Maximum Likely hood ddot).

Data Frames
Composer.

N = bit Block P @l Constellation Bits/Symbol

N Symbols array
Composer Mapper Array

Output Time Samples

uoissiwsues |

Jueg J91i4

Control Frames
Composer.

ananp 8uloo InQ

|

Channel Conditions /Parameters estimator

Figure 3-6 DMT — Transmitter

Constellation mapper: Mapping used here is QAM; Mapping is a one way ess¢in which
the decoded N bits vector (by the Convolutionalogier) is mapped to M complex symbols.
The encoding process, based on the Code Partigdvisthod described in [13], is done by
increasing the input and reducing the output, tleec efficiency increases, and the
throughput, but the required energy per symboleases as well. In order to reduce the
transmitted energy per symbol with the same big,ratultidimensional constellation is
introduced. The implemented code produces anyrarpimultidimensional QAM, although
following stages would only require dimensions diltiples of 4. The coding process is a
matrix multiplication of the input bit vector witthe mapper matrix. Mapper matrix is
generated once per setup. It could be changeddingdo the cable and calculated S/N over
the channel, so, channel feedback is used heeatjust all code parts, bit rate, symbol rate,
bits per symbol ratio, Constellation dimension, &whvolutional encoder depth up to the
moment, For any arbitrary input/ output, there mapper matrix as in [14] [13], two types of
mapper generator are used in the implemented dedare 3-7 shows an example of the
generated mapping matrices for 8 dimensions QANh ®iinput bits, the input is fed to the
Convolutional encoder to get 9 bits , with an extdundant bit used for error correction
purposes ( to reduce BER , and allow rapid erraovery) . As in [13] the imposed
automatically generated matrices are leading tttjmaing the output symbols in away as in

part b in figure 3-7.
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Number of Convolutional Encoder (3/2) needed: 1 each symbol is equivalent to 8 bits, Total Parts are: 1

0O 0 1 0 0O 4 2 4 O (a) Mapping Matrix generated for (9 to 3) mapper.

00000000000 maps to: 0000 (b) First 6 entries in the De-mapper Look Up Table.
10000000000 mapsto: 004 4 which also shows the effect of Symbols partitioning in
01000000000 maps to: 0440 Multidimensional Constellation.

11000000000 maps to: 0404
00100000000 mapsto: 4444
10100000000 maps to: 4400

Figure 3-7 Example of Constellation mapping

The figure also denotes the way adopted here téonperthe decoding. As the target
environment is fixable enough to accept variableapeters attributes and produce fully
custom modem, the de-mapping, actually the whotmodieg process is implemented via
LUT. Just one memory process for each symbol. Tdwding process in applied DMT is

using Maximum likelihood decoding, through the ieplentation of Viterbi Algorithm [22].

Bits per symbol array: A famous feature of DMT systems is that in toughditions (high
noise channels) the number of bits sent over ealskclsannel could be reduced, but another
matrix multiplication between the produced symb@&ism mapping and generated bits

/channel matrix.

Transmission filter bank: The following is the usual derivation of DMT Tranission and
reception principle. The input to this stage isaaray of complex symbols representing the
mapped code. The symbol array (vector) is multijpbg Tones Vector, matrix Multiplication

to result in the time signal s(t), where:

oo N-1

s(t) = Z a™ g (t—KT) (4—4)
k=—0c0 n=0
Where:
s(t): Base Band Envelop of the Transmitted Signal

Yoo al((n) . Complex representation of each Original Syndfdghe main Data Stream.

gn(t): N orthogonal basis Functions [14] (Tones) of Aitmde c¢ and duration Tt is
Chosen here as:
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gn(t)=(\/iﬁ) e N p(t—kWT),nE{O,...,N—l} (4—-15)

Where: p (t) is an ideal unit-energy reconstrucfitiar for a sample rate of N/T:

. N
p(t) = TSII\?—](T:Tt) (4-6)
At Each Symbol:

N-1
s = Y a® g,® (4-7)

n=0

o (1N jzmk KT
s(t) = n=0a (\/—N)kzoe N p(t—W) (4—-8)
s(t) = ZZ: <\/LN> <IZZ_: a(n)eizﬁnk> ) (t - k%) (49
0= 3 (&) (- .

j2mnk
Where Ay = ( N-lame N ) =IDFT{a,}
The implementation is illustrated in Figure 3-8.

Channel Control: This section is responsible for performing S/N Mgaments over the
channel; adjust, according to a learnt responseemdte proper Channel width (number of

sub channels, Constellation dimensions, and bits gyenbol array. That is no so far
implemented here.

Channel Equalization: Many techniques are used to equalize channel sffetther known

via a channel model or measured during testing redlamesponse. In the current
implementation channel equalization isn’t included.
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3.1.3 Node Communication

Figure 3-9 shows the parts undertaken in this @ecihe communication system here is the
one responsible for linking nodes. It is the daadf mechanism to the mentioned “Inter-
Nodes” communication tasks achieved by the maircgssor, mentioned in the previous
section. It describes the desired behavior of thitede” task, in addition to the emergency
way out , which is a part of dedicated HW in thadm®interface , as will be described in next
sections, it runs on the main processor, startiog frow measurement data acquired by the
node. According The Conventional OSI network layeiodel, only four layers are here. At
each the exchanged payload would be named and csithfferently, starting from blank
sensors measurement data, to electrical waveforrth@rshared media link. To get some
redundancy in case of a failure in any of the sheections, an Emergency channel is added
to take the charge, this channel should be abladdulate, carry, and demodulate data at
blank sensor measurement data level, Message &nctPacket level, i-e only physical level
manipulation, the whole task is to route the laadnother interface, which is supposed to do
both jobs for himself and the assigned tasks ofstble-left interface. As the Emergency can
route data of any of the three mention levels, thadl it is a physical only medium that won't
intervene with packets, messages or higher levi dauctures, The Routed data should

always be self-expressed.
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From the previous section, in order to achieve twmpatibility with any local
communication protocol, it has to be applied conghethrough software, a DSP section to
achieve the required modulation, and a physicarfate with the transmission medium.
EFTB, mentioned in chapter 2, and other protocats lwe applied, though, they all share the
physical interface to the shared medium. Etherreetai candidate, as well. Local

communications between nodes are not presentdeefurt this study.

TO

Cable Interface Electrical Signal

Interface 1

Packager

Buffer
Message
Message Placer

Buffer
Measurement Data

Emergency Channel Interface
Emergency Channel

Data outlet Interface

Terminal 1

™

Figure 3-9 Node Communication

3.2Functional Description

The whole design can be divided up into three nhamctions, communications, acquisition,
and processing sections. In order to achieve tipgined redundancy, and modularity, the tool

string is designed to be of identical nodes, ofadégapabilities.
3.2.1 Node Acquisition

Each Sonde has its special data exchange and kmegtorements, this section, is the part of
the proposed design that deals with custom sorgieresnents through a generic interface. In
order to achieved target reliability (generic ifdees allows other idle parts of the string to
work instead of the defected ones). Figure 3-10wnsha block diagram of the proposed
Generic Interface to Sonde Sections. Upon theictfans, Sonde interface is divided into the

following functions.
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Data/Command Tagging:To be able to route commands received from suidiaceto mark
data with its producing sensor/ array ID, a Taglesced as a header in data chunks and
command words. Tag hosts Data/Command type, IDefSensor/ array of sensors/actuator

it is attached to. All words are of a fixed size.

Node

9|qe) Suidsoq

Cable Interface
Cable Modem

Y

)

Main Processor

Bus Modem

./

( Sonde Interface )

Sonde

Sonde Section

Node Intercommunication Bus

Sonde Node

Figure 3-10 Design’s Functional Units
Caches:the sonde interface has caches contain data frattesags. They are used to buffer
traffic upward and downward and interface data gsiwith the main microprocessor, or the
emergency channel, when data is routed to anotlele,nin case of a failure in

microprocessor section hosted by their node.

Interface Health watcher: It Monitors channel health, by comparing expecteaffit

according to its traffic table, and assign /switchanother. It Also Monitors Channels
reported errors to detect inappropriate behaviothef channel itself, or the corresponding
sonde port. It does this on samples over time, wdnererror happens, monitors channel
status, if it didn’t return to its proper stateeaficertain time (2 frame times) it reports a
malfunctioning channel and ask for channel isotgtid all channels are occupied —

malfunctioning, a sonde failure is reported totten processor.
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Synchronous Data ChannelsThis type of channels receives the generated zégitidata
frames (samples, combined samples or a certaiarpaticcording to the sonde type — tagged
with sensor id data header). Sonde requirementsi@dated at start up the channel sends
enable line to the sensor array as a whole. Orstimele side, any channel can be fed by
multiplexed traffic, the array is treated as a nalrchannel; the only difference is at Sonde
side. The exchanged data chunks have differeniosenBs, unlike the other single input

channels.

Data /Command Caches 7 <t
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Figure 3-11 Node-Sonde Data Exchange

Asynchronous Command/Data Channelswhen receive a command tagged frame, it assets
write, and waits for acknowledgement. It couldide bus and controllers on both sides. It

reports to the local interface health checker.

In the implementation, sixteen Asynchronous chaoely are implemented, have of them

are receivers, and the other half are transmitters.

Emergency Channel Interface:in case of an irreparable error occurs with a teamithat
disallows regular behavior, like a hardware failuneany level, and other higher level
redundancies couldn’t be used, another final waycbannel, takes it from the data frames
from and to Sondes, with their node IDs, and raute another near station, that agrees to
host this another burden. In case of an emergeaticgpde acquired data, and surface/ main
node processor's commands can be routed to otlugsngiven that sonde section is in well
condition and can work. In such a case, the othesctiing node” processing unit will take

over both workloads.
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Tagging: In order to address each Sensor via each chahealata frame is divided in a way
that:

» Each frame has a universal address, in order toffamses from other nodes, which is the
case of routing frames from a failed node to anothe

* The universal address is 15 bit: which limits thember of all sensors /actuators to
32,768, which is much bigger than the most comptseidstring used now.

* The first bit is O to indicate that the frame isgaisition frame, not a command as
discussed in the next section.

» The frame addressed composed of node id and chahnilode id is chopped when

frames are assigned to channels.

* In this implementation, as mentioned before, oflycthannels are addressed.
In each channel, the last 3 bits are chopped (septeng 8 channels Max / Interface).

32 bit Acquisition Frame

| 0 ‘ Node ID ‘ Channel ID ‘ Sensor Id ‘ Sample Frame ‘
1. 7 bit 4 bit 4 bit 16 bits
bit

Figure 3-12 Data Frame Address/Tag
3.2.2 Emergency Response plan

Each sensor needs a unique Identifier (in caseeafsnred data are swept to another node for
transmission. Universal tags are not removed. Datsks, by the main processor, are placed

in the proper telemetry protocol message.

When a Node Fails, i-e its Processor Node doesspand with commands when status
words are sent, sonde interface’s local contraitarts initializing the emergency exit. It will
send a request via Emergency channel’'s Modem opuhbic channel (that all other nodes
can see). When other Node senses the requestetgency channel sends that request to the
local controller which forwards it to the main pessor in the next status word. When a
command word comes with “permission granted”, thecuer node’s emergency channels
modem sends its code word, upon which the emergeragem at the failing Node tunes
itself with the rescuer modem. For this situationly one failing node will be treated at a

time. The situation of more than one failing nosl@ot proposed here.
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Emergency channel’s modem depends on the mediaecting the nodes, the design of that

modem and the corresponding channel is not coveses
3.3  RTL Level Description
3.3.1 Communications FPGAs

Cable Modem Modulation: Communication over the logging cable is one ofwital tasks
handled by microprocessor section. It is dividetiMeen multiprocessing model and FPGA
section. The implementation of the latter is diseashere; the rest is in further section. Tasks
done by The Cable Interface FPGA are:

* Adjust the gain of programmable gain amplifiercable interface circuit.
* Send and receive symbol stream from the main psocés the form of 16 bit frames.

» Buffers samples and send them to ADC, and DAC Bdhd Rate Adjusted By the main
processor. Figure 3-13 shows the FSM used witheClaltbrface FPGA.

Node Intercommunications, Bus Modembus modem carries the required modulation and
bus interfacing for the main processor’'s sakes Itepresented by two (redundant) FPGAS
and their associated circuitry. Communication betweodes is not implemented here. As in
next sections, internodes communication is an ipt@cessor communication media, an

Ethernet is an option, token passing is implemetitesligh EFTB - chapter 2.
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Figure 3-13 Cable Interface FPGA FSM

Another way is to use the same HW and SW usedbtedalemetry processes, later in this
chapter, it will offer better error recovery, angise immunity, but with the fact that it is not
a big distance, simpler ways could be implementath simpler modulation and coding.

This interface is not covered here.

3.3.2 Acquisition FPGAs

It Interfaces Sonde to the Main Processor and NoeEcommunications Bus. It consists of
two (redundant) FPGAs. Its main functions are:

* Tointerface the sonde section channels.

» Collect sent frames from Sonde Channels and dtera for Uplink Transmission.

» Store Downlink Frames and prepare them for trarsionsto the specific Sonde sections.
Figure 4-14 shows the main Block Diagram of Somderface and Sonde section. The

Following Section Describes the Implementation atlE part.
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Figure 3-14 Sonde Interface FPGA Block Diagram

Channel: Channels are the first interact with sonde seciitooguld be either Synchronous,
or asynchronous, only asynchronous channels arelemgmted here. Channels are
implemented on basis ofci protocol, with speed adjustment. to handle akckteetching
situation. maximum waiting time will be monitoreg¢ the master, which is always on the
Sonde interface side ( node side , not the sorake )siafter the maximum waiting time, it
send abort sequence on data channel, while cldokisnvhen detected by the slave it lets the
clock and cease transmitting. When the master tgetid® clock, it appoints the next
transmission. writing in’c is a straight forward , send the address , fafblby data , but to
read , it will be a write first , then read , writee address of the slave channel allowed to
speak , so , write , supply clock , then listent Bere depending on the setup, relating to each
sonde type, the multiplexed channels are talkinga@redefined schedule. So, there is no
need to send the address, which is a deviatiorfcopiiotocol. An example of channels
dedication is when applying EDTC’s auxiliary measuents (telemetry cartridge currently

used by Schlumberger) shown in table 3-1.
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Measured Property Signal Type Range Rate Expressed in Bits

Temperature: Analog 15 to -15 Volts. 1/5 sec 16 bit ADC
Accelerometer: Analog Analog 15 to -15 Volts. 1/ 10 sec 16 bit ADC
Head tension: Analog Analog 15 to -15 Volts.  1/0.5 sec 16 bit ADC
PM High Voltage Monitor : Analog Analog 15 to -15 Volts.  1/1 sec 16 bit ADC
Gamma Ray Counts : Digital 0 to 5 volts. 1/1 sec 16 bit ADC
High Voltage Set Up : Digital 0to 5 Volts If required 16 bit ADC

Table 3-1 Channel Assignments for Auxiliary Measueats

The simple UART represents an Asynchronous exchangdia, via which commands,
statuses could be exchanged smoothly.?Assiused, each channel could be represented by a
pair of wires that makes them 32 data lines. Oraancll can be used to multiplex more than
one measurement from figure 3-12 , up to 16 differaeasurement can be acquired in one
channel, these measurements are multiplexed ,hemdde-multiplexed as needed in sonde
section , as the first 4 bits only on “Channel &€ to select one among the 16 channels.
Actually in each direction, only 8 channels to seleetween, but as the same frame is used
for control, when a remote rescuing node processarontrolling a failed node sonde
interface, each channel of the 16 has to keepdit® iallow a selection among all the 16
channel. Each pair of the 8 channels pairs is spaate channels, one is a transmitter only,

and the other is receiver only. Table 3-2 showsnarsary of channels characteristics.

Active channels update If miss communications happens, no transmissiia ireceiver
channel, or no acknowledgement in a transmittenicéla they will still try to establish a link
for specific time, 48clock cycles (2 frames). if stable link, a channel fail is sent to the local
controller, and another channel is assigned witkcHange Task”, in which, the local
controller sends to sonde controller a messagearmntthe failed channels, the sonde
controller is supposed to reconfigure channels,just be informed, depending on the
firmware of the sonde, then an update requestnd senode’s local controller, which in turn
update its active channels record. if all chanfedls, a” Sonde Interface fail” status word is
sent to the main controller, by which the backugalaontroller and its peripherals will take

place.
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Property Value Unit

Channels’ Count 16 Channel
Sensor-Actuator /Channel 16 Sensor
Sensors -Actuators /Tool 8192 Sensor
Data Lines /Channel 2 Lines
Overall Data Lines / Single Tool 32 Lines
Interface Used I°C ( with some deviations — No Addressing)

Table 3-2 Channels Characteristics

For a simple UART structure is FIFOs, register, filansmitter and receiver. All UARTSs are
connected to the local processor via a controlles. lAs a design parameter the used bus is

virtual component bus (VCBUS) as it offers a simplis structure.

Channel Transmitter: Each Channel’'s Transmitter consist of a FIFO w&hof 24 bits)

Capacity, with Local Controller Interface, Downlidache Interface.

Channel Receiver:Each channel has a receiver consists of RX-FIF@alL&ontroller’'s

Interface (same as Transmitter), and Uplink Cantexface.

Both receiver’'s and transmitter’'s FIFOs are 8 byRBi$ Size, with embedded parallel to
serial (TX-FIFO) and serial to parallel (RX_FIFO).

Channel Monitor: Channel Monitor section is responsible for monitgrthe behavior Of

Channel components and it keeps a counter recoedrofs (Transmission error, Reception
errors, Internal Errors of each of transmitteexeivers, FIFOs). Its Report is sent to the
Local Controller to calculate the health of all chal’'s Component, and estimate the
necessity of switching to other channels in caskibfre. It is implemented as a part of each
of Channel Transmitter and Receiver. The calcustiand failures record is done in the local

Controller.

Universal Caches:“universal” refers to that it is addressed by tinesarsal frame tags. with

all frames are written in the order that the cdigratells each channel FIFOs to write, it
could be simply seen as a queue that the locakpsoc (main node processor) has arranged
upon his priority calculation and frames are toskat in that sequence to reflect a priority

pattern chosen by the local controller.

50



Reported
Failures Limit
not reached

Next Frame

// \ Ready / \\ Command/ \\
Reported A
Failures Limit

not reached -

~
4

Send Frame P1 | Stop
Next Frame Command
- Ready
Transrrl:c;sr5|on \4—0/ Wait forD(—&gFrame PZ\\ Qrame End é—N End Sym}
\\ / Time out j \\ / \\ j Next Frame \ j
Not Ready T

m\\
[
>
o
M
]
3/
(]
el
w

-
\

TRANSMITTER

Figure 3-15 FSM of Channel Transmitter (Controlfgerface)

So, it could have one entrance and one exit. Datads enter from the door as permitted by
the controller. And each frame in sequence getsTthe purpose of this universal cache is a
buffer to compensate time differences between locaimunications link, or equivalent, and

acquisition.
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Figure 3-16 FSM of Channel Transmitter (Transmstt&itFO)

It arranges frames according to the chosen prioRtjority could change, but only for the
new frames not the already acquired. It hosts feamigh universal addresses, in case other
cache is routing its load, the input (is consideasdanother FIFO), will take its overall

priority (or simply a round robin).

As there are two separate defend streams, oneaiphdl one downhole, it might be a little
more convenient to have separate caches for epenase stream. Uphole cache: takes data
frames to the processing/telemetry section. Dowmhchche: takes data frames from
processing/telemetry section to their proper chinrfégure 3- 18 shows FSM of node

caches.
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— ALL Frame
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READY
FR_WR FR_RD
TAKE BIT (SEND FRAME 1
Save Frame SEND FRAME 2

SEND FRAME 3

Figure 3-17 FSM of Channel Receiver (RX FIFO)

Caches sizes are calculated when sonde acquisiEed, and local communications speed

are known. That calculation is not done here, floeeecache sizes are put as 128 frames of
32 bits.
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Command

B

Read Frame

Write Frame

Report 1
( RECEIh ( GET /
| SEND FRAME | | FRAME/\ | ——»| STATUS
) Report 2
FRAMES
( ACK_SEND @ COUNT

Figure 3-18 Node Caches — Caches Read / Write Tasks
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)
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Rout In Rout Out

‘\ ‘ ACK ‘\ from Cache \ ,‘
/ \ /
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ACK ACK \

Convert and ’ Convert And ConvertAnd \ [ ConvertAnd |
Read P3 \ Route P3 \ Route P2 | RouteP1

=)=

[ Take Frame | Reception [ Take Frame \

Qm FID,‘

[

onvert and \‘
ReadP1 |

A

[ Conver and

Up Cache Interface Down Cache Interface
Figure 3-19 Local Caches — Caches Interfaces FSM

Local Controller: Figure 3-20 shows FSM of node’s local controlleris connected to the

main processor, via a 32 bits bus, and to caclmsjeschannels and sonde controller. It
receives errors signals from channels and emergemaynel, only when prompted to send,
during status report gathering cycle, that takeselat start up, or when required by node’s

main processor.
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Grants come in Command
Word. Node ID , Start/Stop
Channels

Figure 3-20 Local Controller — FSM

Controller's Role: the local controller in each sonde interface irheaade is responsible for
managing inputs to universal caches; assign a ‘gwhmand to channels, and to rout
emergency flow. The local controller and main coliér communicate through status word /
command 32 bit lines. Table 3-3 shows status/condmiard mapping. The local controller
sends status word after a round robin cycle in Wwihicsends reading/writing permits to all
active channels, and waits for command word. lhbate down, the main controller send
“interface fail” flag to the surface. When a routédta frames from another “failed” node
take their place in the cache in a manner arrahgethe controller, the same sequence in
issuing frames from the cache will now represemésather node’s data.
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Byte 3 Byte 2 Byte 1 Byte 0

bit

R OR R R R R R R R R R R R R R R R R R

ROR R R R R R R R R R R R R

7 7 bits 8 bits 4 bits 4 bits 8 bits Description

From Node's Main Processor
Node ID 00000001 10101010 10101010 Set Node ID
Node ID 00001011 00000000 11111111 Blank Acknowledgement
Node ID 00001001 11111111 00000000 Clear To Send Status Report
Node ID 00001100 00000000 11111111 CHO, CH8 Statuses ACK
Node ID 00001101 00000000 11111111 CH1,CH9 Statuses
Node ID 00001110 00000000 11111111 CH2,CH10 Statuses
Node ID 00001111 00000000 11111111 CH3,CH11 Statuses
Node ID 00010000 00000000 11111111 CH4,CH12 Statuses S
Node ID 00010001 00000000 11111111 CH5,CH13 Statuses
Node ID 00010010 00000000 11111111 CH6,CH14 Statuses
Node ID 00010011 00000000 11111111 CH7,CH15 Statuses
Node ID 00010100 00000000 11111111 EM_TX,EM_RX Statuses
Node ID 00010101 11111111 00000000 Send Node Status Request
Node ID 00010110 11111111 00000000 Monitor Channels Status Request
Node ID 00010111 Failed Node ID 11110000 Rescue Permission Is Granted
Node ID 00010111 Failed Node ID 00001111 Rescue Permission Is Denied
Node ID 00011000 11111111 00000000 Start EM Channel
Node ID 00011001 11111111 00000000 Stop EM Channel
Node ID 00011010 00000000 11111111 Blank ACK

From Node's Local Controller
Node ID 10000001 1010101 1010101 SET NODE ID ACK
Node ID 10001100 CHO (TX) CH8 (RX) 00000000 CHO,CH8 Statuses Ready
Node ID 10001101 CH1 (TX) CH8 (RX) 00000000 CH1 ,CH9 Statuses Ready
Node ID 10001110 CH2 (TX) CH8 (RX) 00000000 CH2,CH10 Statuses Ready
Node ID 10001111 CH3 (TX) CH8 (RX) 00000000 CH3,CH11 Statuses Ready
Node ID 10010000 CH4 (TX) CH8 (RX) 00000000 CH4,CH12 Statuses Ready
Node ID 10010001 CHS5 (TX) CH8 (RX) 00000000 CH5,CH13 STATUSES READY
Node ID 10010010 CH6 (TX) CH8 (RX) 00000000 CH6,CH14 Statuses Ready
Node ID 10010011 CH7 (TX) CH8 (RX) 00000000 CH7,CH15 Statuses Ready
Node ID 10010100 EM (TX) EM (RX) 00000000 Emergency Channels Statuses
Node ID 10010101 Active Channels Node Status Send Node Status ACK
Node ID 10010110 Active Channels 00000000 Monitor Channels Status Ready
Node ID 10010111 Failed Node ID Active Channels Rescue Permission Request
Node ID 10011000 00001111 00000000 Up Cache Is Full

Table 3-3 Status / Command Words

Emergency Channel:Emergency Channel commands come from the Node @aadroller,
Channel Modem, and other Nodes Requests. It censisine transmitter, and one receiver
channels, similar to those used with the sondecfignels) but with 32 frames of 32 bits.

They are part of the communication loop that goesr @ll channels (16 regular plus 2
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emergencies) but, instead of 3 steps frame transhietween caches and channels’ FIFOs,
the Emergency channels take 4 cycles, that is kecthey deal with the all the frame,
including Node’s number. When a frame doesn’t ctieynode’s Id received in the downlink
cache, it is routed to the emergency transmitt@mobl. Emergency channels don’t only
carry Acquisition frames, but also they carry cohframes, when the rescuing node’s main
processor, sends control commands to the faile@’addcal controller. Table 3-3 shows the
different commands formats. The two emergency celanwork when the node is in
“rescuing “mode , that is when it accepts the rddtaffic from another failed node.

Emergency port: When the Node fails, all its main processor’sfitafeither acquisition,

from caches, or commands/acknowledgements to/fimenldcal controller, are routed to
another section in the emergency section, whithesEmergency port. The Emergency port
examines incoming frames to assign them to either local controller, or the caches,

depending on the nature of the 32 bits frame reckiv

— R

(s ()

{ Emergency
T Status Idle

\ Request/“

Granted — Code word Received

Start Send Node ID
I ANy Stop
N v
Wait for Modem | Modem \\ / \
Acknowledgement | setup ) . Listens to the Emergency
| Listen | Media for any request from
\\ / other Nodes
Modem Ready T
Request
J/ \ /’ Send Code | [ sendfora |
| Connected /M—Modem Ready—(\ Word/M—Granted—#\ I /\
Channel 8 is now on status Choose Code Word Upon
ready for both transmitter Node ID

and receiver , it accepts
Controller orders to Rout
in /out from Caches

Figure 3-21 Emergency Channel — FSM
3.4 Higher level acquisition processes
Tasks achieved by Sonde-Interface FPGA, are issuetireported to the acquisition process

running on the main processor. It does the hidgnesl traffic control tasks , and takes a
decision to whether or not give help to a failedi®o to be its rescuer node , depending on
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the input request from the failed node , that earthe number of active channels , and the

feedback from other similar processes running erother nodes.
3.5 Summary

In order to build a generic system, a configurdidedware is needed, and customization is

driven in loadable software processes.

Multicore is built to run processes, or threadg #ra parallel enough to get the benefit of the

independent cores.

Logging tasks can be rearranged into software gs®= that run in parallel. A
communication mean between the processes is eadiigved through the shared memory

space seen by processes running on the same Maeltico

Telemetry process is needed in only one node,rnd sellected data from all other nodes on

the cable. Cable telemetry is done by using DMT uhenttbn.

DMT based on sending data symbols on a group ofecar Data symbols are generated by a

constellation encoding process in order to decrB&de over the media.

The main node’s processor deal with the acquired dmough a Sonde Interface FPGA that
consists of communication channels that use FIF@utiter acquired frames from and to
sonde. Channels send and receive data frames fienNode’s caches, which send and

receive data frames from the main processor dyrectl

Node’s local Controller manages data channels ametgency requests from other channels,

and monitors the main processor in order to make thiat the node is alive.

When no respond from the main processor, Nodesdbasting a distress request, other

nodes receive the failed node’s request, sencetingest to the main processor.

Higher level acquisition process, which runs on thain processer, received emergency
request from other nodes, analyses the situatirmhcansult other nodes to get the one which
should respond to the emergency request. Wheretheest is granted, node’s local controller
sends to the emergency section in sonde interf&®AF which respond by sending the
Attached Modem an 8 bit code word , to send tofailed node in order to start receiving its

frames , either acquisition or control frames.
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CHAPTER 4

SIMULATIONS AND RESULTS

This chapter presents the implemented parts, irstemarios that verify the proper responses

of each part.
4.1 Telemetry Procedure results on a Prototyping Statio

The Integrated process of DMT modem is responsisleable modulation task , it takes
place at every node of the tool , in startup stagen one node is assigned to do it on behave

of all other nodes in the tool string.
4.1.1 Test scenario 1: Telemetry process with Base band signal Paraseter

The following example shows a Base band signal go@mdulated via the implemented

Modem.All ones bit stream.

Channel Update:

Channel Height :4

Channel Width (11
Channel Number : 4

Total Width 144
Division 03

Number of Symbols output of eadh channel
Number of bits input to each shannel
Number of sub channels

Total Input bits per one Saenpime

Hz, between adjacent tones.

Tones are accepted with even numbers.
Additional Tone is added in the middle of the spatt (here Frequency 0 Hz)

Tones (Hz):
Tone [0] =-24 Tone [8] =0 Mapped Symbols
Tone [1] =-21 Tone[9] =3 g
Tone [2] =-18 Tone [11]=9
Tone [3] =-15 Tone [12]= 12 7
Tone [4] =-12 Tone [13]= 15 61
Tone [5] =-9 Tone [14]= 18 5
Tone [6] =-6 Tone [15]= 21 4 1
Tone [7] =-3 Tone [16= 24 3 -
2 B
1 4
0 A T T T T T T 1
12 3 4 5 6 7 8 9 10 11 12 13 14 15 16

11111111011: Equals: 1791

7
6
4
7

01000001110: Equals: 898

0

5
6
7

Sub Channel 1 input

Mapped symbols of Sub channel 1

Sub Channel 2 input

Mapped symbols of sub channel 2
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11000101110: Equals: 931

0
7
4
5

00000000000: Equals: 0

(el oNoNe]

Before IDFT

Frequency

[f=0 KHz]=

[f=0.003 KHz]=
[f=0.006 KHz]=
[f=0.009 KHz]=
[f=0.012 KHz]=
[f=0.015 KHz]=
[f=0.018 KHz]=
[f=0.021 KHz]=
[f=0.024 KHz]=
[f=0.027 KHz]=
[f=0.03 KHz]=
[f=0.033 KHz]=
[f=0.036 KHz]=
[f=0.039 KHz]=
[f=0.042 KHz]=
[f=0.045 KHz]=
[f=0.048 KHz]=
[f=0.051 KHz]=
[f=0.054 KHz]=
[f=0.057 KHz]=
[f=0.06 KHz]=
[f=0.063 KHz]=
[f=0.066 KHz]=
[f=0.069 KHz]=
[f=0.072 KHz]=
[f=0.075 KHz]=
[f=0.078 KHz]=
[f=0.081 KHz]=
[f=0.084 KHz]=
[f=0.087 KHz]=
[f=0.09 KHz]=
[f=0.093 KHz]=
[f=0.096 KHz]=
[f=0.099 KHz]=
[f=0.102 KHz]=
[f=0.105 KHz]=
[f=0.108 KHz]=
[f=0.111 KHz]=

Sub Channel 3 input

Mapped symbols of sub channel 2

Sub Channel 4 input

Mapped symbols of sub channel 2

7.0
9.21954|_-0.86217
5.65685|_ 0.785398
8.60233|_-0.62025

00
50
60
7.0

8.60233|_0.62025
5.65685|_-0.785398
9.21954|_0.86217

7_0

0]_0

0]_0

0]_0

0_0

7_0
9.21954|_0.86217
5.65685|_-0.785398
8.60233|_0.62025

0]_0

5_0

6]_0

7_0

0_o0

71_0

6[_0

50

0_o0
8.60233|_-0.62025
5.65685|_0.785398
9.21954|_-0.86217

71_0

Generated Samples Magnitude ( Frequency Domain)
10
8
6 E
4
2 E
O E
[0] [1] [2] [3] [4] [5] [6] (71 [8] [9] [10][11][12][13][14][15][16]
Generated Samples Phase (RAD) - Frequency Domain
1
0.5
0 - T T T T T T T T T T
05 [0] [2] [4] [5] [6] [7] [8] [9] [10][11][12][13] [#4][15]([16]
-1
All Symbols / After Conversion to Complex:
Tones: Frequency
[0]= 7.0
[1]= 9.21954|_-0.86217
7 [2]=  5.65685|_0.785398
6 [38]=  8.60233| -0.62025
4 [4]= 00
7 [5]= 50
0 [6]= 6_0
5 [7]= 7_0
6 [8]= 0_0
7 [9]= 7_0
0 [10]= 6_0
7 [11]= 5_0
4 [12]= o_o
5 [13]=  8.60233|_0.62025
0 [14]= 5.65685|_-.785398
0 [15]= 9.21954|_0.86217
0 [16]= 7_0
0

60

The Input Signal is padded with: Pins Before: 0
Padding Pins are added.



Time Inverse Fourier transform is completed

[t=0.00 uSec]= 4.4210|_ 2.83832e-009 Time Spectrum is produced
[t=8771.93 uSec]= 0.853|_-1.04379 Fundamental Frequency = 3 Hz
[t=17543.86  uSec]= 0.277083|_-2.37694 Sampling Frequency = 114 Hz
[t=26315.79  uSec]= 0.504802|_-0.220268 Sampling Period = 8771.93 us
[t=35087.72  uSec]= 0.332422|_-2.22007 Number of Time Samples =

[t=43859.65 uSec]= 0.771601| -0.0663403
[t=52631.58 uSec]= 0.356552| 2.84371

[t=61403.51 uSec]= 0.496734| -0.405636
[t=70175.44 uSec]= 0.267954| 2.97642

[t=78947.37 uSec]= 0.526694| 2.36132

[t=87719.30  uSec]= 0.0728533| -2.75713
[t=96491.23 uSec]= 0.782839| -1.1286

[t=105263.20 uSec]= 0.799388| -0.0128673
[t=114035.10 uSec]= 0.409907| 2.35878

[t=122807.00 uSec]= 0.945464|_ 0.0477311
[t=131579.00 uSec]= 0.985799| 0.77988"
[t=140350.90 uSec]= 0.108627| -0.52628¢ Output Time Samples ( uSec )
[t=149122.80 uSec]= 1.40762|_0.369416
[t=157894.70 uSec]= 0.946854] 1.90519
[t=166666.70 uSec]= 0.0171804| 0.7319¢ | 4
[t=175438.60 uSec]= 0.954007| -1.35987
[t=184210.50 uSec]= 1.38765| -3.08311
[t=192982.50 uSec]= 0.0935568| 2.1689¢ | 2

[t=201754.40 uSec]= 0.98526| -2.99397 N

21002630 usecl~ 0952609 239893 | | | Lapalutat WLl L LL LIl tanslanad
— N - : _-' O VW N ® Mm N I~ O O N NN g o0 W un
[t=228070.20 uSec]= 0.796949| 2.0275 55 o § c38334838°8 % 5328
[t=236842.10 uSec]= 0.774315|_0.73381: RRE858-"8RR8§38388383

[t=245614.00 uSec]= 0.0608541| -1.0170"
[t=254386.00 uSec]= 0.53434|_-2.42778
[t=263157.90 uSec]= 0.28829| -2.0219

[t=271929.80 uSec]= 0.478109| 0.800464
[t=280701.80 uSec]= 0.378245| -2.44515
[t=289473.70 uSec]= 0.75372|_0.819912
[t=298245.60 uSec]= 0.327326] -1.59153
[t=307017.50 uSec]= 0.48038|_0.337725
[t=315789.50 uSec]= 0.289228| -2.13666
[t=324561.40 uSec]= 0.811127| -0.904462

The previous example is an algorithm test that radds 44 input bits with carrier
frequency 0, on 16 Tones within a Band width of 48 using 4 states Convolutional
Encoder. That was the input to the SW module impletied. The mentioned parameters
are not the real ones to produce the cable spectrutrit shows the ability of using the
same module with other parameters to suit othelesatr transmission media, as well as
to deal with Cable conditions, noise or interfeena@s at that level , the control section
can modify the send/receive parameters.
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4.1.2 Test scenario 2: Telemetry Process with Parameters used in Wireline
In this test the following parameters are fed@i¢T Modem Module:

* All Ones input bit stream.

* 550 bit vector input.

e« 200 Tones.

e 200 KHz Bandwidth.

e 250 KHz Catrrier.

e 4 States Convolutional Encoder.

* 4 Dimensions 12 bit QAM Constellation.

As number of samples is large in is test, they wbe’ printed; only spectrums and time
samples diagrams are presented.

Channel Update

Channel Height :4
Channel Width c11
Channel Number : 50

Total Width : 550
Division : 1000
Generated Frequency Samples Magnitude ( Frequency Domain KHz)
15
10
5
0
AN O AN MNM ADODNLDNAdDONLDNAdANDLDON dANLI O A DN
NWNOAdFTOAOANLNNWOMUOAOANSINOMUWOOOMASTNONLOAST OO
A H A A NN NOOO O TODWNWNM OO ONNININDOLGD O 0O 0
Generated Samples Phase( Frequency Domain KHz)
2
1
vﬂO\NLﬂMHO\NLﬂM%%‘I\‘ §‘O\HE‘%MHO\I\LDMHCDI\
N W< O o N L ) 00 NONLW O A< © O
o = -+ NN o0 N O RNKMNMNINOGD 0 00 60
-1
-2

Inverse Fourier transform is completed
Time Spectrum is produced

Fundamental Frequency =1000 Hz
Sampling Frequency = 904000 Hz
Sampling Period =1.106195 us
Number of Time Samples =904
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Generated Time Samples ( Time Domain us)
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Conclusion

Building DMT Module that smoothly configured givéise benefit of easily responding to
transmission media conditions, widens the rangesefd cables types, and uses the same
modulation with different bands and carriers whaduld be implemented inside the tool
string on the local communication path. Digital miadion performed by this module would
need only gain controlled digital to analog consednd time switch with settable switching

time interval that makes the analog HW simpler.
4.2 Acquisition FPGAs’ Simulation Results

This part shows the simulation results of the Nwd8onde Interface HW, it is as mention in
chapter 3, is chosen to be implemented by an FH&gure 4-1 shows a block diagram,
showing the main parts and buses widths betweem.tl@&hapter 3 discusses the state

diagrams and codes used in intercommunicationsdagt\arts.

The simulation is done By ALTERA-ModelSim. Tests giresented in Test Scenarios.
Chapter 3 shows the function of the synthesized AR@hich is to carry the acquired data
from Sonde to the main processing unit, and toesand switch traffic in case of emergency.
Three test scenarios are presented here. Thésfirstase of normal operation, the second, is
when traffic from a failed node is routed to theleaunder test, and the third one, when the

node itself fails.
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TX FIFO 8 x 42 bits ‘1—

RX FIFO 8 x 42 bits }—

‘ 24 bits Data Chunk

TX FIFO 8 x 42 bits ‘
RX FIFO 8 x 42 bits ‘

TX FIFO 8 x 42 bits ‘ 24 bit Data Chunk

RX FIFO 8 x 42 bits ‘ DownHole C?che 32 bits
‘ 128 x 32 bits

TX FIFO 8 x 42 bits ‘

RX FIFO 8 x 42 bits ‘ % 8 bits 7y
‘ %)
- © 8 bits
g — 1 — TX FIFO 8 x 42 bits ‘ 2
: 3
RX FIFO 8 x 42 bits ‘

Mhmm_ TX FIFO 8 x 42 bits ‘ p—— .
: 128 x 32 bits 32 bits
RX FIFO 8 x 42 bits ‘

TX FIFO 8 x 42 bits ‘ A

RX FIFO 8 x 42 bits ‘ 8bits g bits

TX FIFO 8 x 42 bits ‘ Emergency Port Switch
RX FIFO 8 x 42 bits ‘ / d I—

9PISPUOS

R hits
i Rhits
bits 4‘
9PIS J0SS00Ud UIFA|

)

P
—

Controller 32 bits )

8 bits

TXHAFO8x42bits
RXFAFO8x42 bits

Sefial fines
i
I

Inter-Nodes Link Modem Side

Figure 4-1 Node-Sonde Interface FPGA

4.2.1 Test Scenario 1. Normal Operation

A Sonde Interface node, connected to node’s mioegssor, and to a sonde part. The node is
in normal operation. Main processor and sonde widltexchange data, and commands.

Sonde channels are configured as follows:

* 4 Acquisition Channels , 2 command channels
Channel 1Acquisition. FacesChORX in Node-Sonde Interface FPGA.
Channel 2Command. Face<ChOT X in Node-Sonde Interface FPGA.
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Channel 3Acquisition. FacesCh4RX in Node-Sonde Interface FPGA.
Channel 4Acquisition. FacesCh5RX in Node-Sonde Interface FPGA.
Channel 5: Command. Fadeb5T X in Node-Sonde Interface FPGA.
Channel 6: Acquisition. Fac&h7RX in Node-Sonde Interface FPGA.

* Channels carry random sequences of bits.
Step 1: Initialization

1. The node controller gets start command from thexmmacroprocessor.

2. The main processor sets up Node ID with the locadt®ller.

3. The local controller listens to Sonde’s controlleard that carries the working channels,
as each channels TX, and RX are considered twaaepehannels with different IDs.
Upon channel’s ID it could receive dedicated t@feind stamp its own. Stamping traffic
packets is done at sonde side (not presented herd) is the one assigns channels.
Channels IDs are kept the same even if the nodais processor fails. Still traffic is
being routed upon to the same channels, as willismissed later in the emergency node
scenario.

4. Channels report is prepared and the main processotified.

5. The main processor asks for channels reports byoadkdging the previous. It can ask

any time after this for any certain channel’'s saeparately.

The following as simulation results, showing thedlocontrollers traffic and command/reply

exchanges between the Node’s main processor aif] dsrresponding to the previous steps.

Simulation results:
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feontroller Jup_START i [
fcontraller/UP_WORD ... 11111111110D000010101010101010101
JeontrallerUP_REQUEST [

feontroller /SONDE_ACK
feonitraller/SONDE_REQUEST

feontroller [CACHE_COMMAND

frontroller CACHE_ COMMAND _LIR_DOWN
{mﬂhfdkrfﬂhﬂ-i_@ﬂmm_wmﬂ
Jeontroller [CACHE FULL

feontroller JCACHE_COMMAND_ACK

feontroller /CHANNEL_SELECT
feontraller JCH_LCOMMAND

[ R Y T TN

Cursor 1 11.585ns

Step 1- Initialization: Clock is 100 ps, with 50%td cycle. Simulation starts at O ps,
and ends at 0.83 ns (items 1, 2 and 3 of Step 1)

feontroler LP_START L
feonsoler LP_WORD.

frontraller [SONDE_ACK
feontroller/SONDE_REQUEST
Jeontroller/SONDE_WORD

" Jeontroller JCACHE_COMMAND
fcontroller/CACHE_COMMAND_LP_DOWN

Jcontroller/CACHE_COMMAND_WORD SCEELT | EREREEEY
[controller/CACHE_COMMAND_ACK E

qoooo [ joooi 0010 o011 0100 0101 o110 111 1000 |

feontroller/CHANNEL_SELECT (R 15 O S R -E— A
feontroller/CH_LCOMMAND - potgeos | T T T | [ [
Enetzalon oM sl : : = 1 = = = ct
Jeantraller fCH_RCOMMAND : uuuy

Cursor 1

Step 1-3 (Sonde Active Channels are requestedjialilation
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Jsond_interface/CH_COMMAND.
<" Jsonde_interface/CH_COMMAND_ACK

Cursor 1

piofpooo Jototoool [ [ [ [

Cursor 1 1,577 ns

Third task in step one, as mentioned in Step 1ialmation (continued)
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1
L1900 11111111100000010101010101010101

frontraller [SONDE_ACK
feontroller/SONDE_REQUEST
Jeontroller/SONDE_WORD

fm&ﬂﬂfm__ﬂm MANAGE _JREQUEST... )MANAGE  JREQUEST...JMANAGE JREOUES

* controller /CACHE_COMMAND
feontroller /CACHE_ COMMAND_LIP_DOVN

frontraller [CACHE_ COMMAND _WORD
Jeontroller [CACHE_COMMAND_ACK

feontroller /CH_LECOMMAND
feontroller fCH_COMMAND
Jeontroller /CH_RCOMMAND

Fourth task in step one, as mentioned in Stepitialination (Collecting channels
status reports)

fcontroller fCL_STATE ANAGE 2 JMANAGE 3 JREPORT ...J5

feontroller fCHANNEL_SELECT
feantrolier/CH_LCOMMAND
fcontroller/CH_COMMAND:

feontroller /CH_RCOMMAND

frontraller jCH_COMMAND_ACK
Jeontraller fACTIVE_CHAMMELS
feontroller JAGTIVE_CH_COUNT_VECTOR
feontrollerJACTIVE_CH_COUNT

| 4 ;"Cnh’D"EI'fCH_STATUS_S
 feontroller/CH_STATUS_1
feontrallerCH_STATUS 9
Jeontraller JCH_STATUS 2
focontrofler [CH_STATUS_10

feonisoler JCH_STATLS 4
[controller/CH_STATUS_12

Cursor 1 10.172ns

Fourth task in step one, as mentioned in Stepifialination (continued)
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feontroller AP _START

< fontroller JUP_WORD

Jeontroller UP_REQUEST

“ _ feontroller/CACHE_ COMMAND

“  froniroller/CACHE_COMMAND _LIP_DOWN
Jeontroller JCACHE_COMMAND_WORL
feontroller JCACHE_FULL

feontroller CACHE_COMMAND_ACK

feontroller /CHANNEL_SELECT
feontraller JCH_LCOMMAND

I R e VG S T TN

Cursor 1 11.725ns

Fifth task in step one, as mentioned in Step lialiation.

Step 2: Traffic

1. All channels start, only channels that sonde sedtiad declared in the previous section
will be working.

2. The main processor sends commands, or deliveracgurfommands to the node.
Command frames are taken by Downhole cache.

3. The main processor asks to read what had beenradgéicquired frames are stored in
Uphole cache. The control over caches is not dgrledal controller. When the caches
are full it refuse new traffic, and so channels ugpse gets full and stops sonde
acquisition. The local controller is notified byetttache and so it send to the main
processor. No further action is taken on this level

4. Acquisition channels, detects start of frame symiool its serial lines, starts

accumulating a frame, then store it in its FIFOuwgevhen a frame is asked for by the
up cache, it is sent on three acknowledged stefs lofs each, except for emergency
channel which send, which sends the frame in 4sstap it sends the whole 32 bits
frame, as shown in the next test scenario. Eachnghaincluding emergency channels
takes a share to send their frames (one framéirmea to the Uphole cache. All channels
pause for a while ( put as 4 clock cycles ) , dyshich , the main processor reads from

Uphole cache
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5. Command channels receive frames of 24 bits frondtvenhole cache. According to its
channel Id, the sent frames, which are stamped thi#éhsame channel Id in the second
half of the first 8 bits, are accepted by the cgpmnding channels. Frames are passed in
3 chunks of 8 bits. They are stored in the trantemst FIFO. Figure 4-1 shows the sizes
of FIFO queues, and caches.

Test parameters:

. Node ID: 1111111.

. Main processor input is repeated frames on the:form

01111111 00001110 00001110 00001110
. The frames are sent to channel 0 TX, which chalihegk set to 0000 (Step 1-3).
. Downhole cache receives the sent frames , andhenat to the designated channel to
be saved as data chunks on the form:
00001110 00001110 00001110
. Receiver channels are receiving a sequence ofl D5 and. which is to be sent to
Uphole cache as frames on the form:
01111111 112111221 12172112 1712111211

Simulation results:

a000aa0a00

111111111111111111111111 1111111111111111111111171 111111111113113113111111111 111111111111111111111111
TUUIUIUTITITIUTUUTUUUTOY . TOTOUIUIUIUIUTUTUTUTUTT TTUTUT U oo oooooooooooy oo oo ooooooTT

Channel 0 RX (CH8) FIFO after 27.5 ns

00000000

000000000000000000000000 000000000000000000000000 000000000000000000000000 Q00000000000000000000000

Channel 1 RX (CH9) FIFO after 27.5 ns
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0001110

Step 2-4 Traffic
In the shown waveforms, the down cache has beatetbavith frame send by the main

processor, and is now sending chunks of 8 bits (DMOWRAME) to all channel
transmitters, only channel zero responds as thé (&et is Step 1) matches the second half of
Byte number 2, which is the first to ne sent in¢henk (00001110). In 27.5 ns the downhole
cache is full and no longer receive frames (no askadgements CACHE_R) are sent to the
main Processor, as shown in the next shot. Asdbleecis full, it ignores further request form

the main processor, and start sending chunks todahsmitters.

Jsonde_interface/CH_COMMAND_ACK

Step 2-5 Traffic
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0000004c
00a0004s
00000044
00000043
00000040
0000003d
0000003a
00000037
00000034
00000031
0000002e
0000002k
0oaaoozse
00000025
00000022
0000001%
0000001c
00000019
00000014
00000013
00000010
000aoood
0000000&a
00aaooaT
00000004

01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011

01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011

Downhole Cache after 27.5 ns

01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011
01111111000011110000111100110011

ChO TX receives a frame, when done (at 30644 ps}arts sends it on its serial lines. The
sequence starts with Start symbol, then 8 bitstate, separated by acknowledgements from
the receiver side. When a frame is released frardtwnhole cache, it is now longer full, as
so it will accept another frame from the main pssmr as shown with the Acknowledged

frame pulse at 30350 ps. Shown below.

0443111100000 4 1800111111
0 TLILT

Cursor 1 36454 ps

Step 2-5 Traffic

00000000
00000004

000011110000111100110011 OUOUOUOOOOOOUUIUIUIUTUTT UTUIUUUIoooooooooououl TUooooooooIUoUooooouToT
TIIIOIUIUIUIUTITITITIUUT TUIoooooooooouoUououloly TOoIUIUIUIUTuTuououooooy ooooouooUouououoooooT

CHO TX FIFO at 30644 ps
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4.2.2 Test Scenario 2. Emergency Request from Other Node

A Sonde Interface node, connected to node’s miogssor, and to a sonde part. The node is
in normal operation. Main processor and sonde widltexchange data, and commands.
Sonde channels are configured as in Test Scenario 1

. A Node with ID 0001101 fails (Main processor segjiat send requests all over the
media.

. The modem at Node 1111111 receives a request repult it as a frame to the
emergency section of the node , on the form odmé& as ( distress code 11110000, O,
Requester Node ID, Requester Node’s Active char(dgls00000000) :

11110000 0 0001101 00000100 00000000

The following are the simulation results verifyitige desired response (correct report to the

main processor)

Test Scenario 2, Node fails

. Emergency request is sensed at 141 ns.
. The request is reported by the modem to the emeygeort. The report contains the

requester Node ID.
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When the local Controller receives the requegtrampts for the number of active
channels in the requester node. That happens &004ds.
The node’s local controller reports to the maingessor in the form listed in table 3-
3. Which is here :
11111111 10010101 00000110 00001001
(1, Node ID, 10010101, requester Node ID, requeasierber of active Channels)

The Main processor answers with a “Permission @dindn the form in table 3-3 ,
which would be :
11111111 00010111 00000110 11110000
When the Local Controller receives “permission ¢gdhfrom the main Processor, it
sends to the emergency port, with the code wortd(Bduits) which is a combined with
Node ID in the Emergency port, and sent via theenotb be picked by the failed
node, and now the Emergency channels are readdgéove the failed node’s traffic.

* Jsonde_interface/LP_START
+! 4 [sonde_interface/UP_WORD

Cursor 1 141597 ps

Emergency Permission Granted
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4.2.3 Test Scenario 3: Node Emergency Mode

In this scenario, the Node fails. As neither reggoinom the main processor, nor any

command, or acknowledge for 120 Clock cycles.

* Local controller goes into Node Fail Mode, and setadthe Emergency port an order to
sound the alarm, and broadcast distress signal.lEmgpens at 138269 ps of the start of
the simulation.

. Emergency port composes a distress frame and gendthe modem to all nodes
listening.

The distress frame is similar to the one receivei@st scenario 2, which is now:

11110000 0 1111111 00000110 00000000
(11110000, 0, Requester Node Id- this node now,beuirof active channels, any 8 bits

sequence)

0
0
o
U

1
mmmﬂ UUULUUUUUUUIUL.. 11110000

Cursor 1 138296 ps

Node fails and sends a distress signal

. A rescuing node responds by sending a reply fraamoaigh the modem with the “Code
Word”, which is used by the modem to establishlitiie
. The failed node, received the frame via its modixen rely it to the emergency port,

which in turn informs the local controller.
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. The local controller now, initializes “Emergency 8ignal “so that all other traffic
from and to caches, and the local controller as iwebuted to the modem Emergency

port.

Cursor 1 160091 ps

Node in Emergency Mode

The past three test scenarios are to verify then rhaiction achieved by Sonde Interface
FPGA.

Many functions haven’t been presented in the teoemarios discussed.
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4.3 Summary

The telemetry process can work in various bands adfustable parameters give the benefit

of using more than one media, or cable, type, amdget the best use of the cable.

Cable telemetry proposed process is tested hedwiig two differ modes of operation, a
base band, and band pass. The output spectrumstise@xpected frequency range required.
They are presented to verify the proper respondbeoynthesized process in two different

conditions.

Sonde Interface section is expressed as an FPGAntkafaces Sonde section, Emergency

channels, and the Main processor in each node.

Three test scenarios are presented here, onedaraiimal operation of a node. The second,
when a node provides help to another failing nddee third is when the node itself fails,

broadcast an emergency request, and, we acceiptedtd its traffic to the rescuing node.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

This last chapter summaries the previous four @raphighlights the conclusions, problems,

and suggestions for future work.
1.1 Research Summary

Petrophysics is a branch of science that deals télphysical properties of the ground that
is related to producing hydrocarbons stored inhéareservoirs. It started at the beginning of
the last century, in France. Petroleum industrgy®lon Petrophysics in taking engineering

decisions, that determines the way to maximizeptbét of a well, or a reservaoir.

Another related industry that takes over the missibrecording, and monitoring oil wells, in

order to gather the desired physical properties afection in ground formation is well

logging.

During the “logging job” in which a section in ail,@r gas well, is monitored, or “logged”,
special equipment on the surface, and anotherartsie well, or “downhole” are used. The
section of oil field companies responsible for loggis using cables to connect surface

equipment, with downhole tools.

Well environment is considered one of the most ilstnvironments for electronic
equipment to work in, because of the high tempegathigh pressure, humidity, and

corrosive gases that causes unlikely failures ottar less hostile environment.

The hard environment causes many simple, or coatplicfailures in electronic sections
responsible for gathering data, digitizing it, degrocessing and DSP primitive analysis, and

send it uphole.

This failures leads to loosing valuable time durihg logging job, that causes high financial

loss to either the logger or the owner of the well.

Downhole tools are used to measure physical quesitin the ground formation inside the
well, and other measurements to localize the obthground measurements, such as position
with respect to earth’s coordinates, temperatunat is used to correct the obtained

measurements via compensating temperature effettdhe measuring sensors, and
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surrounding fluids electrical, or mechanical prdjs; by with the induced electrical, or
mechanical energy of measurement will be affediedyeneral all acquired data is sent in a
digital form, gathered as each tool, which is reside for measuring certain physical
guantity. All processed data from all tools arelexikd by a telemetry protocol, or a bus
protocol, like CAN or EFTP for example. The coletttpackets are sent by another dedicated
telemetry tool over the telemetry cable to the axef Many protocols are used to send data

over the logging cable, one of the most wide spre&MT.

This study aims to propose a solution to the réitglproblem, by which many downhole

failures happen, also to provide a way to reduae rttaintenance cost of the expensive
downhole tools, by changing the high specific psgmotools, into a generic modules that
could be exchanged between many different purpmss,tand to confine the customization
it to the “Sonde” section, the section carries apglication specific sensors, or mechanical

gear.

Chapter 3 proposes the solution for this problemdayranging tasks done in downhole tool
string, into sonde section, as mentioned, the phygart responsible for inducing and
measure the reflected energy in the formation,rege modules that do repeated tasks in all
tools, and a software section that performs thdoocusprocessing on the acquired data

according to its nature.

Sonde Section, is where analog measurements aeg digitized and multiplexed as needed,
then sent as a row data, on some channels withblarrange of baud rate according to how

fast or slow the sensors are.

Sonde Interface Section is a Hardware that is camlnta all tools, contains fixed number of

configurable channels that is connected to thainterparts in the sonde section.

Node’s Main processor, which is common to all nodéth the same peripherals, performs

preprocessing tasks required by each measurenpnt ty

By getting the previous sections done, the toahgtrs turned into a network of processing
nodes with common peripherals that required a comecation mean between each other.
That leads to a modular design that uses repeatehivare, and flexible enough to change
the task each node does, by loading the propewaidt routines corresponding to either
processing the acquired data, or the communicatiotocol used to connect the processing

nodes together.
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By having a processing node that can do more tharseparate task evenly, multifunction’s
downhole tools will be able to be performed by pnecessing node, not only this , but also
another nodes’ tasks could be hosted by a capabbegsing node. in case of a node fail due
to an emergency condition happens downhole , thatgency condition , could be as simple
as a solder joint , or as complex as a full micoopssor failure , either failure have the same

result which is a costly loss time, another proicgssode can take over its tasks.

So, depending on the unlikely happening conditibalbsections fail, the proposed solution

offers redundancy sufficient for saving an emergezandition, by:

e Using two Sonde Interface hardware modules in ewute, such that one is a
backup, choosing between them is the responsilofitile node’s main processor.
* Using Sonde Interface hardware in routing traficanother node, in case of its

Node’s main processor fails.

Chapter 3 continues with further syntheses of ttopgsed solution, it starts behaviorally, in
which the software processes takes place. Accgridirthe nature of the software processes
that should run on a single processing node, angarallel they are, a Multi-core processor
is the proposed solution at this point, as it affeoth the capability to run parallel tasks , and

the ease of communication between the running lphpabcesses.

In the behavior description of the proposed desitpe, running parallel processes are
presented; one of these processes is the telent#tayter 3 proposes a way to synthesize the
telemetry process. The telemetry process is dividadthe upper layers protocol, and cable
telemetry which is the physical layer, Chapter 8cdsses cable telemetry as a software
process, to be run on the Nodes main processdhiagoint is meant to be a Multi-core

microprocessor.

Chapter 3 also describes sonde interface hardwarsefunctionally descried, then on RTL

level, and then it is hosted in an FPGA.

The built cable telemetry process, and sonde bterFPGA, testing results are presented in
Chapter 4.
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1.2 Conclusion

The proposed solution here gets the advantage \afnadd computation capabilities of a
Multi-core microprocessor, in an embedded systemn,emhance the reliability though
providing redundancy in hardware, and flexibility @applying wide range of acquisition,
DSP, and communication protocols, in almost no tawithl cost. And reduce the

maintenance cost of downhole logging tools, thopigividing generic modular sections.

The idea of transforming logging tasks, done byickddd Hardware into a software
processes provide the mentioned flexibility, asdeg the converting Cable telemetry into a
process , many control tasks , wide range of ojmgratand so wide range of communication

medias can be used.

The generic sonde interface FPGA, offers a solutiomterface the Main Multi-core to a

customizable Sonde part.

Rearranging the functions in a logging tool stringsults in gaining higher performance,
more reliable, and modular that can last longetr egsily updated, and require less time and

cost maintenance.

1.3 Future Work

Many sides of the proposed design hasn't been edvbere, one the RTL level, design

parameters like the time a node considered idkr afd response in, cycles that the Sonde
interface prepares its report are chosen heretHayt could be better adjusted when the
complete system, such as the type and speed afstek Multi-core, the fastest response of

the connected Sondes are determined.

Multi-core is introduced here as a mean of runrpagallel processes. It can also, run more
advanced DSP, and data manipulations downhole,dtaently applied, by redesigning the
software processes in parallel threads. Increasedsgllows faster logging speed, and so less

job time.

Using Multi-core downhole opens another trend ifdaug downhole tools, many problems
that face the logging jobs, such as a stuck camditould be handled by smarter downhole

tools , embedded robot arms , can be used to bbling such case.

81



Advanced sensors and techniques, such as magesticance logging tools, require much of
computation power, and currently built in largedcand heavy electronic sections. Using as
much software in performing the required processesreduce the size of electronic section
s, as well as use the merit of general modulai®secin facing failure situations, with no

additional Hardware. That application as well iscontinuous development firmware. That

also can be done easily via the proposed desitingrstudy.

Many problems faces the completeness of the prdpdssign, one of them is the high
temperature downhole. So, circuit level designaisifg many challenges in order to take
higher power processors such as Multi-cores dovelalrrently researches are being done,

in Schlumberger labs to provide a cooling technitinz can be taken downhole.
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LIST OF ABBREVIATIONS

BER e Bit Error Rate

CAN Controller AreaNetwork
DO Digital Signal Processing
DM T DiscreteM ulti-Tone Modulation
EDT S o Enhancedigital TelemetrySystem
EFT B o Enhanced~astT ool Bus

F O Finite StateM achine
GAPI ...... Gamma Ray of radioactivity of 208mericanPetroleuml nstitute units
GR GammaRay

0 gravity (9.8 m/s)
/O o I nput/Output peripherals

LOC o i e e e LOQ Quality Control

LU LookUp Table
OFDM OrthogonalFrequencyDivision M ultiplexing
] RelativeBearing
RT D Resistancd emperaturdetector
T L o ToughL oggingConveyance
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Appendix A

Appendix A contains Petro physics Terms Descripéind Logging Industry Related Terms
Description.

Term Definition

Formation dip The Angle At which a formation bedclines away from the
horizontal. Dip is also used to describe the oagon of bedding
planes as specified by the deviation of the upwawdnal of the
plane from the vertical (dip magnitude) and thema#h of the
upward normal (dip azimuth).

Apparent dip The angle that a plane makes withhiwézontal measured in any
randomly oriented section rather than perpendidolatrike.

Inclinometry An instrument used to measure theaddlifhe Earth’s magnetic field.

Rugosity A qualitative description of the roughnesks a borehole wall.
Alternatively, the term pertains to a borehole whdmmeter changes
rapidly with depth. The term usually refers to ojpes at the scale of
logging measurements, a few inches to a few feet,ta the effect
this has on logging tool responses. Rugosity caroligerved on
caliper logs, image logs and by its effect on measents with a
small depth of investigation

Borehole The wellbore itself, including the openehor uncased portion of the
well. Borehole may refer to the inside diametetha wellbore wall,
the rock face that bounds the drilled hole.

Open-hole The uncased portion of a well. All welis least when first drilled,
have open-hole sections that the well planner nocostend with.
Prior to running casing, the well planner must od&s how the
drilled rock will react to drilling fluids, presses and mechanical
actions over time. The strength of the formationstnalso be
considered. A weak formation is likely to fractuoausing a loss of
drilling mud to the formation and, in extreme casasloss of
hydrostatic head and potential well control prolderAn extremely
high-pressure formation, even if not flowing, magva wellbore
stability problems. Once problems become diffictdt manage,
casing must be set and cemented in place to isthatdormation
from the rest of the wellbore. While most compleficare cased,
some are open, especially in horizontal or exterrdadh wells
where it may not be possible to cement casingieffity.

Cased-hole In Drilling, the portion of the wellbotleat has had metal casing
placed and cemented to protect the open-hole fiomisf pressures,
wellbore stability problems or a combination of 4be In Well
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Oil-Base Mud

Completion, a wellbore lined with a string of cagor liner.

Although the term can apply to any hole sections ibften used to
describe techniques and practices applied aftexsan@ or liner has
been set across the reservoir zone, such as cakebtbyging or
Cased-hole testing.

An emulsified drilling mud in whichdrcontinuous phase is oil and
the discontinuous aqueous phase occupies lessghaercent of the
volume. Electrically nonconductive.
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