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Summary:

Vehicular Ad-hoc Network (VANET) is a wireless network between vehicles equipped with on-
board units. VANET can be used in safety applications, where low latency is of high importance,
or for entertainment and Internet access. VANET is a part of the overall vision of Intelligent
Transportation Systems (ITS). The nature of the VANET network is dynamic due to the different
speeds of vehicles on the roads, and their sudden change of directions/lanes. Therefore, packet
routing algorithms in VANETS should take into consideration the fast topology changes. This is
usually done by sending beacon packets by the vehicles to all other vehicles, and updating the
routing table frequently. This is considered as a high overhead in VANET networks that
tremendously decreases the effective throughput.

In this work, we introduce Receiver as prOXY (ROXY) VANET routing protocol to overcome
the limitations of other protocols. ROXY employs the geographic routing scheme with
opportunistic next hop selection to increase the overall network throughput in VANET networks.
ROXY main objective is to solve the increasing congestion and collisions in heavy loaded
network traffic. The improvement in VANET network is caused by tackling three issues. Firstly,
we utilize the spatial resources by using two directed antennas on each vehicle, one on the front
side, and one on the back side. The directed antennas are used to send and receive packets from
two different directions simultaneously, which efficiently use the transmission medium and
increase the overall throughput. Secondly, ROXY is a distributed routing algorithm, where the
decision of next relay selection does not need communication with a central entity. Lastly, we
reduce the transmission time delay through proposing a new collision avoidance algorithm that
takes advantage of the directed antennas and the street topology in urban areas. Simulation
results show the superiority of our algorithm in terms of overall network throughput compared to
other algorithms.
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Abstract

Vehicular Ad-hoc Networks (VANET) is a wireless network between vehicles equipped
with on-board units. VANET applications vary from safety applications, where low latency is
of high importance, to entertainment and Internet access. VANET is a part of the overall
vision of Intelligent Transportation Systems (ITS). Vehicles in VANET network have
dynamic nature due to the fast speed variation of the vehicles on the roads, and their sudden
change in directions/lanes. Therefore, packet routing algorithms in VANETS should take into
consideration the fast topology changes. Usually this is achieved through sending beacon
packets by the vehicles to all their neighbors, and updating the routing table frequently. This
is considered as a high overhead in VANET networks that tremendously decreases the
effective throughput.

In this work, we introduce Receiver as prOXY (ROXY) VANET routing protocol to
overcome the limitations of other protocols. ROXY employs the geographic routing scheme
with opportunistic next hop selection to increase the overall network throughput in VANET
networks. ROXY main objective is to solve the increasing congestion and collisions in heavy
load network traffic. ROXY improves the system by tackling three issues. Firstly, it utilizes
the spatial resources by using two directed antennas on each vehicle, one on the front side,
and one on the backside. The directed antennas are used to send and receive packets from two
different directions simultaneously, which efficiently use the transmission medium and
increases the overall throughput. Secondly, ROXY is a distributed routing algorithm, where
the decision of next relay selection does not need communication with a central entity. Lastly,
it reduces the transmission time delay through proposing a new collision avoidance algorithm
that takes advantage of the directed antennas and the street topology in urban areas.
Simulation results show the superiority of our algorithm in terms of overall network
throughput compared to other algorithms.
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Chapter 1. Introduction

Vehicular Ad-hoc Networks (VANETS) are wireless networks between vehicles moving
or parking in the streets. Vehicles are equipped with onboard units and computerized control
units in VANET. The onboard units can transmit to 300m range and they do not require
mobile or stationary infrastructure to create the network for some applications. However, to
have a much better services for the VANET customers, a good designed infrastructure is
needed and spread through the streets in the shape of road side units (RSUs) to help leveling
up the services and to serve as an Internet gateway. Packets going out of source transmission
range need to be sent through multiple nodes in the network to reach the final destination.

VANETS are considered as a subclass of mobile ad hoc networks (MANETS) with some
differences. The similarity between MANET and VANET are that in both networks the nodes
are mobile, except for VANET, the vehicles are not moving randomly but they move in a
controlled mobility manner, which makes their mobility pattern more predictable. The
difference between the two networks is that VANET’s vehicles move in various speeds from
20km/h to 60km/h in urban road and can exceed 130km/h on highways. Also the difference
in nodes directions according in which side of the road they are moving on. All that leads to
unstable connections and rapid changes in the network topology. Therefore, developing
routing protocol, which is topology independent or at least can be adapted to the rapid
changes in the network topology, is needed to achieve a decent VANET system

People spend 10 to 15% of their travel time in traffic jams [1]. VANET with a good
designed infrastructure can leverage the Intelligent Transportation Systems (ITS) through the
real time information gathered from the vehicles to achieve a better driving experience by
advising drivers to change their travel path to a better one with no or less congestions. In
addition, it can enhance the safety application to avoid accidents, which will save human
lives and improve productivity. VANETS can be used to support different applications. For
example:

e Accidents and hazards situation in the area can be reported to other users of
VANET before reaching it, and the authority can be informed automatically e.g.
the police, ambulance, or fire department to solve the situation as soon as possible,

e Sudden breaks in highways with the presence of fog or any sudden break downs
for the vehicles will be reported fast to prevent accidents from happening,

o Traffic state information in the vehicles’ traveling path (e.g. traffic congestion,
blocked road for maintenance, or any sudden reason) can be gathered in real time
and the system automatically update the path and inform the driver that a sudden
issue occurred in the path chosen and a detour is advised,

e Empty parking spaces. Vehicles can reserve empty space even before they can
reach their destination which is very helpful to the user to lower the congestion in
the crowded zones,

e Reservation for restaurants, hotels, theater houses etc. While on the move, last
minute change of plans, or if the person is new to the area, the reservation can be
handled on the run through a simple application. It can reserve, lead the way to the
best route, and reserve the place to park automatically without the need to waste
time and effort,

e Internet access for streaming, communication, gaming, or any other service the
Internet can offer.



To accomplish that, communication is needed between moving vehicles with each other’s
(V2V) and vehicles with the infrastructure (V2I) to be done as efficiently as possible with
low time delay. Furthermore, RSUs deployment is expensive, and because of that, not all the
vehicles will be in the RSUs transmission range. However, the vehicles should be connected
to the RSUs, and this is accomplished through multi-hop transmission using a routing
protocol designed for the heavy loaded VANET environment, to transmit the data from
vehicles to the RSU and vice versa with low collisions and reduced time overhead.

CH172 CH174 CH178 CH178 CH 180 CH182 CH184

£.860
5.870
5.880
5.890
5.900
5010
5920

Figure 1.1: VANET channels frequencies available

The IEEE 802.11p/WAVE Wireless Access in Vehicular Environments [2] standard
allocates seven channels (10MHz bandwidth per-channel centered around the frequency
5.89GHz) in the Dedicated Short Range Communication (DSRC) frequency band 5.85-5.925
(CH 172-CH 184) as shown in Figure 1.1. The seven channels are distributed as follows: one
channel is called Control Channel (CCH) for sending emergency and beacons and the other
six are Service Channels (SCH) [3] [4] [2] [5]. Some papers use channels in a different way:
CH 172 and CH 184 are reserved for special purposes. CH 178 for CCH and the remaining
four channels for SCH [6]. Others use CH 172 for safety transmission and CH 178 as CCH
while CH 184 for long range high power transmission and the remaining four channels for
SCH as in [7] and [8]. Vehicles equipped with single network devices must alternate between
the CCH and SCH. The method used is to divide time into integer number of sync intervals
with fixed length of 100ms. A sync interval is the sum of a CCH interval and a SCH interval.
50ms is used for each channel. To coordinate the access to these channels, vehicles must have
time synchronization by using coordinated universal time (UTC). In addition to that, there is
2ms guard interval at the beginning of each interval for devices switching [9]. The network
devices channels can be classified to four modes [6], as shown in Figure 1.2:

1. Continuous access: in this mode, the network devices access only the CCH to
send and receive the emergency and control messages.

2. Alternating access: the network device alternates between the CCH and SCH in
fixed interval.

3. Immediate access: In this mode, the devices must switch to the CCH every new
sync interval and when the transmission on the CCH ends then the devices can
switch back to the SCH.

4. Extended access: the network devices work in the SCH as long as there is no
transmission on the CCH.
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Figure 1.2: Channel Coordination [6]

The vehicles choose the service channel in one of two ways. Local selection is done by
sensing the spectrum and allocating the idle or best channel for transmission [10]. The
Decentralized Location Based Channel Access Protocol for vehicle to vehicle communication
(DLCAP) [11] proposes that vehicles should allocate channels to use according to their
location. The other way is a centralized way. This is done by leaving the allocation and
management of channels to the RSU as in CMAC [12] and many other protocols [13]. In a
crowded network traffic area, if a decentralized protocol is used, there will be a fairness issue.
On the other hand, the centralized channel allocation protocols will increase the load on the
system and affect the QoS.

1.1 Motivation

Due to the significant development in safety, efficiency, business, and entertainment
applications and the amount of data the average person consumes, a good protocol to manage
transmission is needed. Large number of applications if combined with good and well-
designed VANET network can make life safer and more productive. For that, developing a
routing protocol is needed to guarantee the delivery of the data packets from sources to
destinations with low time overhead and reduced collisions with relatively acceptable data
rates.

There is a need for a routing protocol that considers more than just routing the packets
from source to destination. The protocol needs V2V transmission schemes that guarantee
high packet delivery rates with low time delay to increase the overall throughput from source
to destination, combined with a collision prevention protocol designed for VANET system in
heavy load network.

The proposed routing protocol should satisfy the following:

e Minimizing the packet traffic by using the minimum number of packets required
for successful delivery from sources to destinations

e Locating the destination without relying on information query or path discovery,
which floods the network,



Minimizing or removing, if possible, the collisions from the system by using an
effective scheme in VANET system,

Removing the dependency on beacons to gather information about the neighbor
vehicles to route packets,

Allowing emergency messages to have more time to be transmitted by reducing the
need for beacons since they share the same channel,

Increasing the time of the CCH and SCH and, removing the delay caused by the
guard interval,

Organize the arrangement for transmission and retransmission when collisions
occur,

Fairly distribute the channels between the nodes as much as possible.

1.2 Objectives

The objectives of this thesis is to introduce a routing protocol for VANET system with the
following features:

Minimize the number of packets used in the selection of the next hop node process
in order to reduce the delays and collisions,

Reduce the hop count by selecting the node closest to the destination,

Reduce the time overhead to send a packet from source to destination,

Increase the throughput,

Minimize the collisions by proposing new MAC protocol,

Test the protocol with a simulator for VANET.

1.3 Thesis Outline

The remainder of this thesis is organized as follows. Chapter 2 provides the background
about VANET routing protocols and outlines the relevant related work in the literature. It
also shows the problems in these protocols. Chapter 3 explains the proposed ROXY routing
protocol. Chapter 4 outlines the simulator and the simulation setup used to validate the
effectiveness of ROXY. It also provides a comparison with existing BRAVE routing protocol
[14]. Chapter 5 shows the conclusion of this thesis.



Chapter 2. Related Works

Researchers paid great attention for VANET routing protocols in the last few years
[15]. This is due to VANETs environment due to the rapid topology changes, and hybrid
network architectures. In this chapter, we will go through some of the previous works about
the previously introduced routing protocols. Routing protocols can be categorized into three
types [16]:-

1. Topology based routing:

This type of routing protocols transmits packets through a pre-created and maintained
multi-hop path consisting of vehicles and RSUs in the streets. This type of protocols are
subdivided into two types

e Proactive

Such as OLSR [17] and DSDV [18], this class of protocols uses routing tables to
forward packets. They broadcast and flood control packets among nodes in order to create
and maintain paths between nodes, even though some of the paths may not be needed or
might not be used. The next hop node is preselected to the destination since the paths are
maintained all the time. After creating the paths, nodes do not need to waste time on sending
any route request packets (RREQ) or route reply packets (RREP) messages to send packets.
Instead, they use the route already established. However, these protocols have a major
drawback in heavy network traffic in the path-creation phase. In addition, since there is
interference, the routes are not stable, which will need a lot of maintenance and re-finding the
routes. This needs flooding the system repeatedly with control packets that will affect the
network efficiency and may lead to network failure.

e Reactive or on-demand
Such as AODV [19] and DSR [20], the protocols from this type create and maintain
paths to a specific destination only when needed. The nodes that need to forward packets start
by flooding the system with RREQ packets to find the best path to a specific destination.
When the destination finds the best path, it will create RREP carrying the reverse path in the
header of the packet and send it to the source. When the source receives the RREP, it will use
the chosen path and send the data packet in the correct path.

2. Position based routing

Such as GPSR [21] and GPCR [22] protocols. This type chooses the next hop node in
the direction of the destination. Nodes using this type of routing protocols transmit the packet
to the neighbor node closest to the destination. To select a node, the sender needs to have a
neighbor list created beforehand. This can be done by transmitting periodic HELLO
messages (beacons) carrying the nodes ID, position, speed, direction, and any other
information that help to facilitate the routing process. Depending on the source node position
and the destination position, the source node decides which one of the nodes is the best to
receive the packet as the next hop node. The position and ID of the destination is stored in the
header of that packet as well as the ID and position of the chosen next hop node.



3. Map based routing

Such as GSR [23] takes advantage of the node’s position and the knowledge of the area
topology to find the shortest path to forward the packet through. A list of junctions is usually
attached in the packet header, while the node-to-node transmission is done using greedy
forwarding.

2.1 Routing Protocols
2.1.1 OLSR (Optimized Link State Routing protocol) [17]

This protocol uses a routing table created using topology control packets to forward
packets to their final destination. The protocol defines the term “efficient” for transmission as
transmitting packets to all nodes without duplications using multipoint relays MPRs. Each
node selects a symmetric number of one hop neighbors as MPRs to relay their messages and
they relay the node messages. The OLSR uses this technique to prevent unnecessary
duplications. OLSR uses periodic hello messages to sense the one and two neighbor nodes
and to create the MPRs. To have a full network topology map and create the routing table, all
nodes with non-empty set of MPRs periodically create TC-messages (topology control
messages) and spread them through the networks any node that needs to send a packet uses
the information available in the routing table.

2.1.2 DSDV (Highly dynamic Destination-Sequenced Distance-Vector routing
for mobile computers) [18]

This protocol uses an updated routing table to transmit the packets that contains all
routes to all possible destinations. The nodes send periodic update messages to confirm their
availability and the routes they have. Moreover, if there is new significant information
available, they send immediate updates.

2.1.3 AODV (Ad hoc On demand Distance Vector) [19]

AODV uses route discovery to predefine the packet’s path. When a source node needs
to send packets to a destination node, it transmits a route request (RREQ) to all neighbor
nodes. The receivers of the RREQ either send back a route for the destination if it was
available or rebroadcast the RREQ. The receiver then records the first sender ID from the
RREQ received to be the reverse path for the incoming RREP. When a RREQ packet arrives
to the destination or a node has a route for the destination, a route reply packet (RREP) will
be sent to the source node. If a failure occurred to an active link, this failure is reported
immediately to the source node to activate a maintaining phase by propagating a new route
discovery to find a new path. However, this method of route discovery creates time overhead.

2.1.4 DSR (Dynamic Source Routing) [20]

In this protocol, if a source node needs to send a packet to a destination node, it
broadcasts RREQ to all neighbor nodes to rebroadcast it again by them until it reaches the
destination. Upon receiving the RREQ by the destination, the destination issues an RREP to
send it back to the source node through the route it came through. If the destination received
more than one instant of the same RREQ through different routes, it will send RREP through
each one of those routes to the source so that it can choose the best route to use, and leave the
other paths as alternative routes in case of failure.
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2.1.5 GPSR (Greedy Perimeter Stateless Routing) [21]

This protocol is a greedy protocol that forwards the packet to the node closest to the
destination. This protocol chooses the closest node to the destination from the neighbors list.
The nodes create the neighbors list using the periodic beacons sent by all the nodes with
random intervals to reduce the collisions.

To recover from a local maximum, GPSR uses the right hand scheme. When drawing
two circles one centered at the destination with a radius equal the distance from the
destination to the sending node (D to x) as shown in Figure 2.1. The second circle centered at
x with radius equals to x transmission range if there was no nodes in the area created (marked
as void in the figure) then the right hand scheme will take over.

Figure 2.1: GPSR right hand protocol to recover from local maximum [21]

The scheme states that the next hop node is chosen from one of the one-hop neighbors
in the counterclockwise direction from the line linking the sender to the destination. From
Figure 2.1, the sender node x chooses a node from the one hop neighbor nodes that have the
smallest angle created from the line XD (D is the destination) in the counterclockwise
direction, in this example the next hop node is w. From node w, the next hop node will be y,
but since the line wy crossing the line xD, this node will be ignored and the next node to be
selected is the first node in the counterclockwise direction from the line wx that does not
cross the line xD. From that, the node chosen is v, and finally the packet reaches D from the
link vD.

2.1.6  BRAVE (Beacon-less Routing Algorithm for Vehicular Environments)
[14]
This protocol forwards the packets to their destination through relaying them to the
closest node to it, without the need for beacons. BRAVE goes through multiple packet

transmissions to send one packet from sender to the next hop node. It starts with the sender
broadcasting the packet to all the nodes in the transmission range carrying the position of the
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final destination. All the receiver nodes check their distance to the destination and compare it
with the distance from the sender to the destination. If their distance is greater than the sender
distance, then they drop the packet and no further action is needed. If the distance is less,
these nodes send RESPONSE packets to the sender storing their ID and position. The sender
chooses the closest one to the destination and sends a SELECT packet containing the ID of
the selected node. The selected node then sends an ACK packet acknowledging the reception
and announcing the end of this transmission. The process keeps going until the packet
reaches its destination.

2.1.7 GSR (Geographic Source Routing) [23]

This protocol forwards the packet using position based routing, with the help of a map,
to choose the path the packet must take. The source node floods the network with position
request packets for the destination. When the destination receives the position request packet,
it sends a reply to the sender to inform it with the position. The source then computes the path
the packet should take and store the list of junctions that create this path in the packet header.

2.1.8 ASAR (Adaptive State Aware Routing) [24]

This protocol assumes that there is fixed equipment in every junction along the roads,
and they can connect with each other via cellular networks. Whenever a vehicle enters a road,
it sends its ID to the fixed equipment so there will be a record of the number of vehicles in
each section. When a source node has a packet to send to a destination, it first gets the
destination position via Location Services Agreement and attach it in the packet header.
Then, it forwards it to the fixed equipment. The fixed equipment chooses the best route
according to the delay the streets respond with (number of cars in that street) and if there is a
vehicle in the fixed equipment transmission range. Since the destination on the move, the
packet may reach the destination position while the destination has already left that area.
Hence, the sending node informs the destination node through cellular network, so that if the
destination node leaves its location, it will inform the fixed equipment about its new location
to be updated by the source.

2.1.9 BCRPV (Broadcast Control-Based Routing Protocol for Internet Access in
VANETS) [25]

This protocol establishes routes on demand. It defines four types of vehicles in the
system (1) ordinary vehicles (2) forwarder vehicles to rebroadcast RREQ (3) gateway
vehicles acting as a gateway with both WLAN and WWAN (4) designated gateway to
rebroadcast RREQ.

When a source has a packet to send to a destination with no pre-created route, the
source broadcasts an RREQ to forwarders (two maximum). They are selected according to
their number of neighboring gateways, and the distance from the RREQ sender.

They proposed a scheme to reduce the flooding created by the blind rebroadcasting of
the RREQ. When a node receives an RREQ), it records the path the RREQ traversed. If the
receiver does not have a route to the destination, it checks if the sender selected it to



retransmit the packet. The protocol chooses the relay node by classifying the nodes and
deciding the nodes that will rebroadcast the RREQ as follows:

1. Designated gateway will rebroadcast the RREQ,
2. Gateway if there is no designated gateway selected,
3. Forwarder if there is no designated gateway or gateway selected,
4. Ordinary node if none of the above selected to rebroadcast the RREQ.
Upon the reception of the RREQ by the destination or an intermediate node, which has
a fresh route to the destination, a RREP is created and sent back to the source using the
reverse route created by the RREQ.

2.1.10 CAR (Connectivity-Aware Routing) [26]

CAR protocol uses periodic HELLO messages to enrich the neighbors list so it can have
a fresh general view of the one-hop nodes. The interval of the beacons is adaptive to the
number of neighbors to have an accurate neighbor list, i.e. the fewer the neighbors, the more
frequent the HELLO messages sent.

CAR presents a new concept called guards. Guards represent temporary state
information tied to the area the guard in. There are two types of guards: standing guards and
traveling guards. Guard is kept alive by the node in the area and if a node has a guard, it can
interfere with packets transmission by redirecting them or adding information to the packets.
More than one guard can be in a node to fulfill different tasks and when a task is done, the
guard can be removed even before its time to live expire.

When a source has a packet to a destination, it starts by locating its position using
Preferred Group Broadcasting (PGB). A path discovery (PD) broadcast carries the node
information to all neighbors to rebroadcast to the destination, every node retransmits the PD
rewrite the previous forwarder coordinates/velocity vector with its own

Whenever a node near a crossroad or a curve-road receives a packet, an anchor is
recorded in the packet header carrying the coordinates of the current and the previous
forwarder nodes.

Upon the reception of a PD, the destination waits for some time in case more PD can
arrive. When the time ends, the destination chooses the best path available from the PD
received, and a route reply is created and sent back to the source using AGF [27] via the
recorded anchor points. The source uses the information in the route reply to greedy forward
the packets over the anchored path.

2.1.11 MRRP (Multipath Route Restoration Protocol) [28]

When a source needs to send a packet to a destination, it starts by sending RREQ to the
neighbors in the destination direction and waits for the RREP. MRRP uses advertised hop-
count mechanism, as in AOMDYV [29], for the identification of multiple loop-free paths. For
the route maintenance, the protocol uses similar scheme to CAMP [30], where the
intermediate nodes calculate average queue length and send to the source node a Route
Streamline Packet (RSP) if a threshold is exceeded. Hence, the source can choose the next
best path from the routing table.



2.1.12 IDVR-PFM (Intersection Dispatch-based VANET Routing protocol with
Parked vehicles Forwarding Mechanism) [15]

IDVR-PFM utilizes the mobile and parked vehicles to forward packets. The protocol
assumes there is a fixed node in each intersection that is responsible for route selection and
for the detection of the optimal direction for data forwarding. The vehicles maintain a
neighbor list through the periodic transmission of beacon messages carrying the node
information in it, e.g. time of sending the node ID, position, and type (fixed, parked, or
mobile).

When a node has a packet to forward to a destination, the sender starts by searching in its
neighbor list for the destination. If it was not there, it will search for a fixed node to forward
the packet to it. If there was no fixed node in the neighbor list, the sender uses greedy
forwarding to forward the packet in the direction of the destination. When the packet reaches
a fixed node, it chooses the best path for the packet to be sent through it.

2.1.13 RBVT (Road-Based using Vehicular Traffic) [31]

This protocol presents two types of routing: reactive or on-demand (RBVT-R), and
proactive (RBVT-P).

2.1.13.1 RBVT-R

When a source tries to find a route to a destination to send a packet through, it starts by
flooding route discovery packets RD. When an intermediate node receives the packet, it
checks before retransmitting it if the current receiver is in a different road segment than the
last sender node (meaning the packet passed an intersection). If this was true, then the
receiver node will append this intersection ID in the RD’s header.

When the destination receives the RD packet, a route reply RR is created from the
sequence of intersection IDs appended in the RD received, and it will be sent back to the
source through that route. If another RD arrives to the destination from the same source but
through another route, a new RR is created if and only if that new route was better than the
old route created. In this case, it will send the new RR to the source to use. When the source
node receives the RR, it will use that route to send its packet through the list of intersections
delivered through the RR. The method to forward the packet inside the same road segment is
the geographic forwarding.

If the destination or the source nodes changed their location (passed a new intersection) the
new intersection is added or removed from the route, and the node creates a route update RU
and forwards to the opposite destination.
2.1.13.2 RBVT-P

This type floods the network with periodic CPs, with a limited flooding frequency, to
capture the road traffic view in real-time. Random numbers of vehicles is selected to generate
CP packets independently according to some variable they set in the protocol (e.g. time
interval since the last CP received or other parameters). When a CP passes an intersection, it
appends its ID in its header to construct the network topology. Then an RU is created from
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the road topology constructed by the CP, and it is disseminated in the region covered by that
CP.

When a source wants to send a packet to a destination, it computes the shortest path
from the routing table using reachable road segments and appends them in the packet header.
If the receiver node has a fresh route to the destination, the intermediate node will update the
route in the packet header. The CP scheme was inspired from the ad-hoc sensor networks
protocols in [32] [33] to eliminate the HELLO packet transmission.

2.1.14 TREBOL (tree-based routing protocol) [34]

This protocol assumes that all the nodes have IPv6 addresses to use for routing. The
routing protocol works by building a network tree to forward packets from the nodes to the
Internet through the RSU and vice versa. The RSU sends periodical configuration messages
(CM) to all nodes in its transmission range. When the node receives these CMs, it changes
some fields in the packet with a back-off timer and save it to be transmitted. When the back-
off timer expires, the CM will be retransmitted. Nodes that received the CM consider the
sender node as a parent node (the next hop node). If a node has a CM to retransmit and
receive with the same sequence number, it will drop the CM.

The back-off timer is set by the information attached to the CM by the RSU, e.g. preferred
speed and distance and other variables to create a better tree. The tree is built and refreshed
on a per data packet basis as part of the data packets forwarding process.

The downstream tree is built when a node sends a packet to the RSU. When a node sends a
packet to the RSU, the node retransmitting this packet will be the parent node and it will
register the children’s IPv6 they own. When a response for a packet comes, the parent node
will use the created downstream tree to relay it back to the child node.

2.1.15 IBR (Intersection-Based Routing Protocol) [35]

The purpose of this protocol is to find a path with the shortest packet delay. It uses the
carry-and-forward scheme. For that, it needs to avoid vehicles moving in the direction
opposite to the packet’s transmission direction. In straight roads, the protocol adopts a greedy
method, while in intersections the next relay hop depends on the packet’s transmission and
moving directions.

To avoid packet loss, when the packet reaches an intersection the destination around, a
packet duplication will be created, and one of the duplicated packets will be sent to the road
segment saved in the packet header, and the other one will be sent to the road segment the
destination predicted to go through.

When an intermediate node approaches an intersection, it deals with one of the following
four situations:

1. One vehicle in the next road segment. When the intermediate node exchanges its
road segment table with neighbors in that intersection and discovers the presence
of an existing reachable vehicle in next road segment, the packet will be forwarded
to that vehicle.

2. No vehicle at the intersection. In this case, the node carries the packet and passes
through the intersection.

3. The packet routing direction is different from the vehicle. In this case, the packet is
forwarded to one of the waiting vehicles to hold until the best path is found or a
new vehicle with the same direction of the packet route arrives.
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4. Upon reaching the last intersection. A duplicated packet is created at the last
intersection, one of them is sent to the road segment the destination knows to be
there by the packet. In addition, the duplicated packet is sent to the road segment
the destination is heading to. The packet time to live is either when it is received by
the destination or when it reaches the end of that road segment.

2.2 Advantages and disadvantages

The three classes of routing protocols have their advantages and disadvantages
according to the network situation and type of usages. We will pinpoint what we think it will
affect the network traffic in the crowded area with heavy load transmission in the following
subsections.

2.2.1 Topology based routing

The routing protocols that belong to this class have the advantage of fast transmission
and low delay since all routes are available and ready to be used. In the case of the reactive
type, there will be some delays to discover the route to be used.

However, in the VANET system, the topology is rapidly changing and the link
maintenance is very expensive because of the flooding algorithms used to create and maintain
these links, especially in the case of crowded and heavy transmission areas. Furthermore, the
use of the traditional method of the TDMA and one network device will make this routing
class unsuitable for the heavy transmission areas.

2.2.2 Position based routing

This class of routing is good in the way it does not load the system with the route request
flooding and it is more suitable for the VANET systems.

The traditional method for choosing the next hop node, channel selection, network devices
used, the TDMA, and especially the collision detection and avoidance (which is not
mentioned in most of the proposed researches) need to be designed better to suite the
VANET severe environment.

2.2.3 Map based routing

This class has the same advantages as the position base routing class, and in addition,
the source chooses the streets the packets should traverse.

However, the source nodes do not know the streets’ condition all the time. The lack of
knowledge about the streets’ condition may lead to packet transmission in disconnected
streets (local maximum). The recovery will be either be carrying the packet by the last
received node which will lead to high time delay, or retransmit it back to the last intersection
to find a better route and that will increase the network traffic especially in crowded and
heavy transmission areas. Moreover, if the scheme is made to transmit the state of the streets
to the nodes that will introduce more time delay.

For that, we propose a routing protocol using the position based routing class, with new
scheme for collision avoidance, and schemes to handle the next hop selection, channel
selection, network devices, and a way to remove the TDMA used for the CCH and SCH
usage.
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2.3 Medium Access Control (MAC) protocols
In this section we will preview some of the MAC protocols used in wireless networks.

2.3.1 Carrier Sense Multiple Access CSMA:
Carrier Sense Multiple Access with Collision Detection CSMA/CD:

In this protocol, when a node has a packet to send, it senses the medium for some time
slots. If it was idle, it will transmit the packet. If the medium is busy, it will back-off for a
random time and retry in the same manner [36]. This protocol does not work efficiently with
the hidden and exposed node problems.

Carrier Sense Multiple Access with Collision Avoidance CSMA/CA:

In this protocol, if a node needs to send a packet, it first senses the medium for some
time slots. And if the medium is idle, the sender node will send a Request To Send packet
(RTS) as an initiation for the handshake with the destination. If the destination mentioned in
the RTS packet receives the RTS successfully, the receiver will sense the medium if there is
any transmission or any cause that prevents the sender from sending at the receiver location.
If the medium is clear, the receiver will send a Clear To Send (CTS) packet to the sender of
the RTS. When the sender node receives the CTS, it will start sending the data packet. When
the receiver successfully receives the data packet, it will reply with an Acknowledge packet
(ACK) [36], and any node receiving the handshake packets will postponed their transmission
until the whole process end. This protocol improves the problem of the hidden nodes problem
existing in the CSMA/CD, but it maximizes the exposed node problem.

2.3.2 BTMA-NTS (Busy-Tone Multiple Access — Not-To-Send protocol) [37]

When a node has data to send to a destination, according to this scheme the sender will
check if there is no receive Busy-Tone signal (BT:). If the channel is idle , the sender will
transmits an RTS to the destination, and will wait for a period of time even if it did sense the
BT: for its RTS from the destination. If the sender senses that the medium is busy, it will
check if the medium is busy with RTS or PRE (preamble packet), it will wait until the
transmission is complete before sending its RTS. If the medium isbusy with data packet and
there is no BT, this means that the sender is an exposed node and will send its RTS. When
the destination receives the RTS, it will turn the BT, on indicating that it is ready to receive
and informs its neighbors that it is busy receiving. When the sender wait time ends, and it
senses the BT, , it will start sending its data.

If a node sends an RTS before it receives the BT, for previously sent RTS to the same
receiver, and the receiver receives it, the receiver will send a Not-To-Send packet (NTS) for
the second node sent the RTS to prevent it from further transmission. Figure 2.2 shows an
example to BTMA-NTS
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Figure 2.2: Example of BTMA-NTS protocol with A as a sender, B as a receiver, and C
as the second RTS sender [37]

2.3.3 A Directional CSMA/CA Protocol for mmWave Wireless PANs [38]

This proposed protocol uses directional antenna with centralized CSMA/CA protocol.
The protocol states that one node acts as piconet coordinator (PNC) to coordinate accessing
the medium for the other nodes. Furthermore, nodes in their idle mode need to beam-forming
with the PNC. When a node wants to transmit data to another node, it starts by sending a
Target Request To Send packet (TRTS) to the PNC directly containing all the information
about the sender, PNC, and the destination. When the PNC receives the TRTS, it replies with
a Target Clear To Send packet (TCTS) in an omnidirectional manner to inform all the
neighbors about the transmission. When the sender receives the TCTS, it steers its antenna
towards the destination and starts transmitting the data. The destination will respond with
ACK packets for the received data packets

2.3.4 MAC protocol for mobile ad hoc networks using directional antennas [39]

In this work, the authors use M number of directional antenna with a transmission angle
of (2n/M). When a node has a packet to send, it starts by sending an RTS in an
omnidirectional manner. When the destination receives the RTS successfully, it replies with a
CTS in an omnidirectional manner as well. When the sender receives the CTS successfully, it
starts transmitting the data packet to the destination using the antenna facing the destination.
In the meantime, the neighbors do not interfere with the transmission with the help of the
information held in the RTS/CTS packets

2.3.5 DBTMA/DA (Dual Busy Tone Multiple Access with Directional
Antenna)[40]

This protocol uses one channel divided into two sub-channels: one for the data channel
and the second sub-channel is for the control channel. In addition to that, two busy-tones
transmit and receive (BT: and BT, respectively). The protocol uses directional antenna with
M number of antenna elements. When a node has a packet to transmit, it senses the medium
for any BTy, so it does not interfere with any ongoing received data. If it is clear, it sends an
RTS to the destination. When the RTS is fully received, the destination checks if there is any
BTy, so the sender does not interfere with another sender. If it is clear, the destination will
send a CTS directly to the sender and turns on the BT,. When the CTS is received, the sender
starts transmitting the data packet and turns on the BT:. All the RTS, CTS, data packet, and
the busy-tone use the directional antenna and no omnidirectional antennas are used.
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2.4 Conclusion

In this chapter we have briefly described some of the previous work about routing
protocols, which are classified into three categories: topology based, position based, and map
based. We have listed some of their pros and cons, e.g. for the topology-based, the algorithm
achieves fast packet forwarding, but it loads the system with RREQ and RREP etc. We have
also surveyed the most related work in MAC protocols that can be used in the system. The
previous MAC protocols are based on CSMA protocol. They all use RTS/CTS packets.
Hence, the field is still open for more improvement to find an adaptive protocol to be
deployed in real systems that have the advantage of fast packets forwarding with low control
packets loading the system. Moreover, we will introduce a lower overhead MAC protocol
that uses directional antennas for VANET systems. The control packets can be either route
discovery packets or beacon packets. With that in mind, we have developed our protocol as
will be discussed in the coming chapters.
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Chapter 3. Receiver as Proxy Routing Protocol

Receiver as Proxy (ROXY) routing protocol for vehicular ad hoc networks is a position
based routing with opportunistic next hop selection without the need for beacons. This
protocol chooses the best direction to forward packets to its destination using the geographic
locations of the sender node, source or intermediate node, and the destination node. For
relaying a packet, nodes do not need information about their neighbors. The sender
broadcasts the packet in the direction of the destination, and the receivers opportunistically
choose one of them to be the next hop node without the need for beacons, which lower the
time overhead needed to gather information to send the packet.

VANET networks are allocated seven channels to use, one for emergency and control
messages CCH and six channels for service messages SCH. Nodes send and receive
messages to neighbor nodes in the area through the CCH and SCH using the same network
device. Nodes’ net-device use time multiplexing with interval useful to the algorithm in use,
usually use 100ms intervals subdivided to 50ms to use the CCH and 50ms for the SCH. The
selection of the SCH is done either, locally by listening to the medium and choosing the
channel not in use, or centrally by requesting channels from the RSU or central node. We
assume ROXY use three devices to separate the SCH from the CCH. Furthermore, two of the
three net-devices use directed antennas that spatially separate the transmission area to
increase the throughput, and the RSU use directed antenna as well according to its location in
the street.

We consider a system consisting of multiple vehicles moving in streets equipped with
onboard units. Each vehicle is addressed through a unique IP address. We assume all the
vehicles know their own location through GPS, and that they have an updated digital map of
the city with full information about the RSUs. This information includes the RSU GPS
location, its IP address, and the number of network devices. We mainly consider the case of
crowded streets. Vehicles dynamically acquire IP addresses while moving from an area to
another. We assume that vehicles can communicate with each other, and with the RSU
through multi-hop transmission. Vehicles can send their packets to other vehicles in the
network, or to the RSU and vice versa.

In the next subsections, we introduce the basic algorithms used by ROXY to minimize the
time required for a packet transmission between a source node and a destination node.

3.1 On-board units

The on-board units are wireless network devices used by the vehicle to send and receive
packets to and from the RSUs or other vehicles equipped with on-board units. We assume
that all the nodes in the network are equipped with an on-bored units. These devices transmit
in a range limited to 300m.

In ROXY, we assume that the on-board units consist of three network devices with
different types of antennas according to the channel it uses as shown in Figure 3.1. We will
describe them according to the antenna type they use
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Figure 3.1: Antenna placement on the vehicle. R is the rear directional antenna, F is the
directional front antenna, and E is the omnidirectional antenna for the CCH

1. Omnidirectional antenna:

We assume that each vehicle is equipped with one network device that uses an
omnidirectional antenna for only sending and receiving the emergency and control messages
(beacons) through the CCH. The packets that will be sent through this device will carry in its
header the IP describing the node itself.

ROXY is beacon-less protocol so there is no need to use them to create a routing table. We
do not use the beacons in our test simulation.
2. Directional antennas:

We assume that all vehicles are equipped with two network devices that use a 180°
directional antennas to send and receive through the same SCH. One network device is
directed towards the front side of the vehicle. It is designated to communicate with other
nodes (vehicles or RSUs) in front of the vehicle. A second directional antenna exists at the
rear, for communicating with the nodes in the back of the vehicle. The packets that will be
sent through these two devices carry the same source IP since the IP describes the node not
the devices. The three net-devices are separated either by frequency or spatially.

By using these settings, the vehicles can send and receive through the CCH and the SCH
simultaneously without using time multiplexing. By using the two directional antennas for
the SCH, we can send and receive in two different directions simultaneously on the same
channel, which can increase the throughput significantly if used efficiently.

The RSUs are equipped with more than one network device to connect more efficiently
with the VANET nodes. The number of network devices of each RSU depends on the street
topology. If the RSU is in the middle of a straight street it will be equipped with two sets of
network devices, each set contains devices that can use all the seven channels allocated by the
IEE 802.11p simultaneously. Each network device points towards one direction of the street:
one to the right and the other to the left as shown in Figure 3.2. This is done for spatially
separating the transmission in the street, and to remove the interference at the RSU done by
the vehicles transmissions on the right side from those vehicles on the left.

Figure 3.2: RSU's network devices transmission shape in straight streets
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In case the RSU was at an intersection, it will be equipped with network devices sets equal
to the number of streets the intersection connects. Since the intersections in crowded
situations have the most heavy network traffic, it is suitable to use a separate network device
for each street to separate the communications, lessen the collision caused by hidden nodes,
and to increase the throughput.

3.2 Channels

We use a centralized approach to allocate SCHs for the nodes in the system. This is
done indirectly through the handshaking process with the RSU. When sending the IP Address
request packet, the RSU sends an index field inside the IP Address reply packet. This index is
created in a way to be unique for the nodes in the same area. The RSUs use a range of integer
numbers from 0 to 1023 to be sent as indices. When a node receives the new index, it uses
equation (3.1) to choose one of the six SCH available (leaving the zero channel as CCH).
This gives fairness in distributing the channels to the nodes. Since the range of the index pool
is large, no two nodes will have the same index in their transmission range.

channel = (Index % 6) + 1 (3.1)

3.3 IP Acquiring and Hand-over

VANET vehicles go from RSU to another RSU transmission range during each
vehicle’s journey. To join the new RSU network, the first step the vehicle takes is to request
for a new IP address belonging to the upcoming RSU network. ROXY protocol uses the
following setups and steps to guarantee a fast and efficient assignment of the IP addresses to
different nodes:

1. Each RSU is assigned a unique set of IP addresses that will be distributed among
all nodes associated with it,

2. Each node is assigned the IP address by the RSU associated with it,

3. When a vehicle is in the midway between two RSUs, it sends an IP request to the
target RSU through multi-hop transmission,

4. When the RSU receives the IP request packet, it gets a new IP address from its
DHCP pool to assign it to the approaching vehicle. It also assigns an index that
starts from 0 to 1023. The pointer to the current index is reset to O when it reaches
its maximum to ensure no two nodes in the same area having the same index,

5. The old IP address that was assigned to the node will be returned to its old RSU,

6. The new RSU communicates with the old RSU to direct any down streaming
packets going to this node to the new RSU,

7. The new IP and index are sent from the new RSU through a packet to the incoming
node.

Step (7) comes after step (6) to ensure that the downstream packets are redirected to the
new RSU to avoid any packet loss in the down-stream. This is similar to handover philosophy
of “make before break”.
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3.4 Collision Avoidance

The major challenge in random access wireless communication is collisions. Finding an
algorithm to prevent or reduce them is necessary, especially in VANET environment to
reduce human casualties in case of emergencies. If a collision occurs during packet
transmission, it will cause time overhead to the transmitting node and any node was waiting
the medium to be idle to transmit. If the collisions kept occurring, it might cause failure to
time critical applications, or even stop the whole routing system if not handled properly. For
that, a good collision avoidance protocol is needed.

Many efforts were done in the field of collision detection and avoidance. Two major
algorithms exists: (1) Carrier sense multiple access with collision detection (CSMA/CD) (2)
Carrier sense multiple access with collision avoidance (CSMA/CA) which show good result
in MANET and VANET unicast. It can help avoid some of the collisions but still it cannot
solve the hidden node problem as shown in Figure 3.3.

Figure 3.3: CSMA/CA hidden node problem. S wants to send to D since the channel is
idle, S started sending RTS to D causing collision to R1 and R2 currently receiving from
S1and S2

In this thesis, we propose new collision avoidance scheme called Denial Of Transmission
with Collision Prevention (DOT/CP). In most cases, the position of the packet’s destination is
in the front or in the rear of the sending node. We came up with DOT/CP by taking advantage
of the two directed antennas and their ability to send two different packets simultaneously.
The algorithm works to prevent collisions from happening by denying the nodes’ right to
send in a specific direction while another node is sending in it.

DOT/CP algorithm works as follow:

1. Sense the channel, and check if it is idle,

2. Send the packet from the network device in the direction of the destination. Note
that only the direction of the final destination is needed not the location of the
intermediate nodes in the multi-hop network,

3. In the same time, send a (NAS) packet in the opposite direction using the other
network device and directed antenna, carrying the time needed to send the packet.

4. When a network device in any intermediate node receives the packet, it will set its
Allow To Send flag (ATS) to “false” (this means that the node cannot send using
that network device). It will also set “time to free the device”, which is the time
required to change ATS to “true”, equals to the time needed to send the NAS
packet sent in step (3). This will prevent collisions to the NAS packet to ensure
successful reception by the nodes.

5. When a NAS packet is received by nodes, their ATS is set to “false” with “time to
free the device” equals to the time needed to send the data packet successfully
attached in the NAS packet.

DOT/CP has less time overhead than CSMA/CA. Since CSMA/CA needs to go through
four stages (1) Sense the channel, and check if the channel is idle, (2) Send Request to Send
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(RTS) to the target node, (3) Wait for receiving a Clear to Send (CTS). In case of failure, go
to (2). Otherwise, continue, (4) Send the packet. While DOT/CP go only through two stages
(1) Sense the channel, and check if the channel is idle, (2) send the packet and the NAS
packet. Even in case the RTS or the CTS did not cause collision to a hidden node, the
DOT/CP guarantee to give better result in case of time overhead for the VANET network
while using our onboard unit setup.

This method lowers the overhead needed to send the packet as it does not use any
CTS/RTS packets. It also avoids the hidden node problem. We can explain that using the
scenario in Figure 3.3. In this scenario, S1 is sending to R1, which received the packets
through the front network device. S2 is also sending to R2, which received the packets
through the rear net-device. If S is going to send a data packet to D, it will start by sensing the
medium. Because the coverage area of S1 and S2 does not reach S, it will report an empty
channel. S is going to send the packet through its front net-device. In the meantime, it will
send a NAS packet through the rear device. R2 will receive the NAS packet, and will not
send any packets through its front device until time to free the device expires. Note that the
RSU does not follow this DOT/CP protocol. Simulations show that by sending the packets all
the time by the RSU the average delay is reduced.

3.5 Packet types and structures

ROXY protocol uses different types of packets in requesting IP addresses and
applications, 1P reply, application reply, and packets used in the proposed collision
prevention algorithm. We will describe these packets in details in the coming subsections.

3.5.1 Not Allowed to Send (NAS) packet

The purpose of NAS packet is to prevent the receiver nodes from transmitting for an
amount of time specified in the NAS packet header. This packet type plays a major role in the
proposed collision avoidance algorithm. When a node wants to send a packet, it uses NAS
packet to inform the nodes that received this packet that they are not allowed to send until the
sender node finishes sending his packet. NAS packet structure consists of a header only. It
does not have a body, as shown in Table 3.1.

Packet Type is an integer number that represents the NAS packet type to differentiate NAS
packets from other packet types. Time is a real number set by the sender that represents the
period of time the receivers’ network devices that received the NAS packet must stop
transmitting. This will help to prevent interference with the routing process and to reduce
collisions.

Table 3.1: NAS packet structure

Packet Type

Time

We structured the NAS packet in small size (64bit) so it will not hold the medium for long
period. Since the goal of the algorithm is to lower the time overhead, and since the packet
does not need to convey any information about the sender or the details of the routing process
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except of the time needed to prevent the nodes from sending, we omitted the sender IP or any
other unnecessary information.

3.5.2 Acknowledge (ACK) packet

In ROXY protocol, ACK packet is an important type of packets for the next hop
selection process, and it holds the highest priority in the packet transmission order. Nodes
create ACK packet for two reasons. The first reason is to inform the sender node, either
vehicle or RSU, that its packet has been fully received and it can either remove the packet
from the send-buffer or move it to the temp-buffer for later retransmission in case the reply
didn’t come before the max waiting time expires, which indicates a failure attempt. The
second reason is to inform the other nodes that the ACK packet sender has chosen itself as
the next hop sender, namely “the source node proxy”, for the packet in concern. In this case,
all other candidates in the selection process can drop the packet.

Table 3.2: ACK packet structure

Packet Type PTAIF
SIA
DIA
Pl
FNIA
RNIA

Table 3.2 shows the detailed structure of the ACK packet. Packet Type is an integer
number that represents the ACK packet type. PTAIF (Packet Type the ACK Issued For) is an
integer number that represents the type of the packet the node sending the ACK packet for.
SIA (Source IP Address) is the IP of the node created the packet this ACK issued for. DIA
(Destination [P Address) the IP address of the destination saved in the packet’s header that
the ACK packet responds to. Pl (Packet Index) is the index of the packet the ACK is issued-
for. FNIA (FROM Node IP Address) is the IP address of the node sending the packet that the
ACK is issued for. RNIA (Receiver Node IP Address) is the IP of the node currently sending
the ACK packet.

ACK packet length is 192 bit in size. It consists of a header with no body. We use the main
characteristics that can distinguish packets from each other, and use them to lower the time it
needs for transmission.

3.5.3 IP Request packets

This packet type is created from nodes that need IP addresses, or when they reach a
position, where they need to switch from one RSU to another RSU to reduce the hop count.
Vehicles along their traveling path go through different RSUs transmission ranges. Hence,
they need to start their conversation with the incoming RSU by first requesting a new IP from
that RSU to join its network. After that, the node can start sending and receiving from and to
that RSU as part of its network.

21



The structure of the IP request packet is shown in Table 3.3. The size of the IP request
packet is 256bit and it consists of only a header with no body because there is no need to
convey any data to the RSU the node heading. The description of the header parameters is
shown in Table 3.4.

The flag parameter contains (1) Routing is needed field for informing the receivers if the
packet destination is out of the transmission range and needs routing or not, (2) ACK needed
to inform the receivers that ACK packet is to be expected from the chosen node (destination
or next hop node).

Table 3.3: IP request packet structure

Packet Type Flags CSuU Hop Count

API
SIA
SP
DIA
DP
CSIA
CSP

Table 3.4: IP request header parameters description

Parameters Description
Packet Type | Integer number representing the IP request packet type
Flags flags used in the routing process
Csu Integer number that represents the channel sender used
when sending the IP request
Hop Count | Hop count to the current state
Pl Packet Index
SIA Source node IP Address (the IP of the node sending the
request
SP Source node Position when this packet was sent
DIA Destination (RSU) IP Address
DP Destination (RSU) Position known by the source
CSIA Current sender IP Address (source or intermediate node)
CSP Current sender position (source or intermediate node)

3.5.4 1P reply packets

As a reply for the IP request, the RSU creates and sends back the IP reply packet with
the information needed. The IP reply packet contains the new IP received from the DHCP
associated with the RSU, and a unique index designated by the RSU to the node. This index
ranges from 0 to 1023. The pointer to the current index keeps rounding every time it reaches
the maximum range. The index is the RSU way to inform the nodes which channel they will
use and, how much back-off delay they should use when a delay is needed to send a packet in
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case of collisions, or when the medium was busy with another node to minimize the
collisions.

Table 3.5 describes the structure the IP reply packet used, which is 320bit in size. It
consists of a header only with no body. It contains the same parameters as the IP request
except for the new IP and index fields that the RSU assigned to the incoming node. As for the
source, this time it will be the RSU, and the destination is the node requested the IP. The
destination position field is filled with the IP request received before.

Table 3.5: IP reply packet structure

Packet Type Flags CSuU Hop Count

API

SIA

SP

DIA

DP

CSIA

CSP

NIA

NIx

Table 3.6: IP reply parameters description

Parameters Description
Packet Type | Integer number representing the IP request packet type
Flags flags used in the routing process
Csu Integer number representing the channel sender used when
sending the IP request
Hop Count | Hop count to the current state
Pl Packet index
SIA Source node (RSU) IP Address
SP Source node (RSU) position
DIA Destination (vehicle) IP Address
DP Destination (vehicle) position known from the IP request
packet
CSIA Current sender IP Address (RSU or intermediate node)
CSP Current sender position (RSU or intermediate node)
NIA New IP Address from the RSU DHCP
NIx New Index from the RSU to the node
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3.5.5 Application Request packet

In the scope of this thesis, the application represents any service the node can ask for.
This ranges from local information through the VANET system to entertainment from the
Internet. During the simulations at the end of the thesis, we assumed that any node receives a
new IP would create and send an application request to the RSU the IP reply came from. In
addition, we assumed that the application request packet sent to a RSU is requesting for ten
application reply packets.

The structure for the application request is shown in Table 3.7. The header size is 256 bits,
and a body of 200kbit carrying information to the RSU about the service needed to be sent
back to the vehicle. The application packet’s parameters description is shown in Table 3.8.

Table 3.7: Application packet structure

Packet Type Flags CsSuU Hop Count
API
SIA
SP
DIA
DP
CSIA

CSP

DATA

Table 3.8: Application packet parameter description

Parameters

Description

Packet Type

Integer number representing the application request packet
type

Flags flags used in the routing process
Csu Integer number representing the channel which the sender
used when it sent the application request
Hop Count | Hop count to the current state
Pl Packet index
SIA Source node IP Address
SP Source node position when this packet was sent
DIA Destination (RSU) IP Address
DP Destination (RSU) position known by the source
CSIA Current sender IP Address (source or intermediate node)
CSP Current sender position (source or intermediate node)
DATA Is 200kbit worth of data
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3.5.6 Application reply packet

The RSU respond to the Application request packet by creating a bundle of ten
application reply packets (represent anything like picture, email etc. of total size 2Mbit to test
the protocol), and saving them in a buffer to send them to the node requesting the service.
The RSU uses Round Robin to select a packet from the different buffers responding to
different nodes application requests.

The structure of the packet’s header is the same as the application request in Table 3.7 and
Table 3.8 and size of the packet is the same as well 200kbit, but the body of the packet
contains the information the node requested from the RSU.

3.5.7 Packets priorities

The packets in ROXY are prioritized in order to send the time tolerant packets after the
time critical ones. The packets are served according to their priorities, not on a first come first
served basis. For example, ACK packets should have the highest priority in the transmission
buffer in order to speed up the next hop selection process and decrease the time overhead.
Table 3.9 shows the packets priorities used. These priorities are for the packets sent only by
the directional antennas, and not the emergency or control messages. Note that NAS packets
does not need priority value since it is created to be sent immediately.

Table 3.9: Packets types and their priorities

Packet type priority
Application 0
IP Request & IP Reply 1
ACK 2

3.6 ROXY Routing Protocol

ROXY’s objective is to deliver the packets on node-to-node level as fast as possible
with as low collisions as possible. To achieve such goal, the protocol must consider more
than one issue to reduce the collisions, we use the DOT/CP scheme previously introduced,
and manage the transmission efficiently. ROXY with the MAC layer proposed, work with the
following issues to enhance the network system

1. Reducing the time overhead by reducing the hop count. This can be achieved by
relaying the packet to the closest one hop node to the destination,
2. Reducing the time lost in choosing the next hop node centrally, and letting the
receivers opportunistically select the closest node to the destination,
3. Increasing the throughput by using multiple network devices to separate CCH from
the SCH and using directed antennas to separate the transmission area spatially,
4. Removing the dependency of the beacon messages in the routing process, which
improves the emergency messages transmission efficiency.
The main advantage of ROXY is that it does not need to create and maintain a path for the
packets. Creating a path needs to flood the network with path discovery messages, which will
affect the overall throughput greatly, especially in the crowded network traffic scenario. For
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that, we proposed this algorithm to cope with the heavy loaded network by minimizing the
packet transmission, delay overhead, and collision to a minimum.

ROXY sending nodes do not need to know the IPs or locations of the neighbors to route
packets. Creating neighbor table to use for choosing the next hop node will need periodic
beacon messages to collect the one hop neighbor information. Beacons share the same
frequency channel used to send emergency messages CCH, so depending on beacons will
mean that it will compete with the emergency messages that might lead to human casualties.
For removing the dependency on beacons, ROXY is a distributed algorithm, i.e. the next hop
node selection is not central determined by the source node but the receiver nodes elect the
next hop node.

ROXY algorithm is described by the node’s sending or receiving state. The coming
subsection will describe in details the algorithm steps with these different nodes states.

3.6.1 Source node state

As a source node, the first step is to create the packet and fill its header with the correct
information to route it successfully. The header of the packets that have a single destination
must contain a packet type and ID to prevent duplication. It will also carry the IP address and
position of the destination. In vehicles case, the destination is mostly one of the RSUs. The
position and IP address for the destination RSU can be obtained from the digital map that the
vehicles have. In the case when the RSU is the source, the IP address and position of the
destination are found in the request packet’s header.

After the packet creation, the node goes through several preparations and checks to start
sending. First, the node needs to figure out which direction the packet needs to be sent
through. After the direction have been calculated, the node saves the packet to the buffer
associated with the net-device corresponding to that direction. The node then needs to go
through different checks to start the sending process. Before the packet sending, the node
creates a NAS packet as part of the collision prevention process to be sent with the packet in
the same instant but from different devices. Then, the packet is sent in the direction of the
destination and the NAS packet is sent in the opposite direction to inform the nodes to refrain
from sending until the sending process is finished to prevent any collision from occurring.
Figure 3.4 shows the source node process.
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Figure 3.4: Souce node transmission algorithm
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Now we will list the detailed steps of the source node algorithm the flow chart
summarized:

1.
2.

Create a packet to be sent,
Check the position of the destination relative to the source in order to save the
packet according to the transmission direction in the appropriate buffer. If the
destination is on front of the source, then save it in the buffer associated with the
front net-device, and vice versa,
Tag the packet with the appropriate priority level, as shown in Table 3.9 The
buffers contains two fields for each storing unit, one stores the packet, and the
second field stores the time this packet should be sent in. the second field is where
the protocol tag the “time to send the packet” in. The packets tagged with “time to
send the packet”. Note that, the buffer does not work in a first come first served
basis. The device first checks the “time to send the packet” field, and among the
packets that should be sent at the current time instant only the packet with higher
priority will be sent first,
Check if there is a packet in buffers (front and rear) to send. If false go to 4 if true
go to 5,
Get the packet with the highest priority to be sent from the packets that has their
“time to send the packet” value equals to or less than the current time,
Check if the channel is idle in both directions to send the packet and the NAS
packet. If false go to 5, if true go to 7,
Create NAS packet carrying the “time to free the device” required to transmit the
packet,
Send the packet through the device in the direction of the destination. In the same
instant, send the NAS packet through the device in the opposite direction,
Save a copy of the packet in the temp-buffer to resend later in case no ACK
received. The time for resending the packet is calculated through the following
equation

Trs = Ts + Ty + (10((In % 30) + 1) + 1000) (3.2)

Where Trs retransmission time, Ts the time to fully send the packet, Ta time to create and
send the ACK packet by the receivers, and In is the node index received with the IP reply
packet from the RSU to lower the collision. The last term guarantees that if there were two
nodes trying to transmit at the same instant and caused a collision they will retransmit at two
different time instants to avoid the collision reoccurrence.
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3.6.2 Intermediate node state

The intermediate node transmits in a similar manner as the source node Figure 3.5.
After the intermediate node receives the packet and sends an ACK packet to the sender node
(source or another intermediate node), it needs to choose which device to use to have the best
results in sending the packet. If there was any failure in the transmission, it will make sure to
retransmit it until the destination replies or another node acts as the new next hop node. This
intermediate node assured the sender node that it would be its proxy to send this packet
through the agreement done by the ACK packet sent to the source.

The intermediate node needs to prepare the packet before saving it in the buffer to send it
later. The nodes need to change the information in the header as preparation for the next
transmission process by changing the IP and position of the current sender node fields to the
IP and position of this node since it will be the current sender to the receivers also the hop
count needs to be incremented. The flags need to be handled with care since it can terminate
the whole routing process by filling the field routing needed and ACK needed field with a
wrong value since it can lead to infinite retransmission by the sender and packet dropping by
the receiver.

The detailed process the intermediate node uses to transmit a received packet is as follow:

1. Check if the destination is closer than the intermediate node to the sender. If true,
then drop the packet, if false go to 2. Note that the destination location is tagged in
the packet header,

2. Check the routing flag in the packet. If it does not need routing, drop the packet, if
it needs routing go to 3,

3. Change the current sender IP and current sender position fields in the packet’s
header with the intermediate node IP and position, and increase the hop count by
one,

4. Save the packet in the appropriate buffer (front or rear buffer) according to the
destination direction,

5. Set the priority and “time to send packet” tag. The “time to send packet” value is
set proportionally to the distance between the intermediate and sender node using
the following equation

Ts = Tp + (Txg — Dgg) X 2 + (In % 20) (3.3)

Where Ts transmission time, Tc current time, Txr is the transmission range, Dsr distance
between the sender (source or another intermediate node) and the receiving node, and In is
the node index.

6. Create an ACK packet to be sent to the sender with the same delay the packet
saved with. After receiving the packet to be retransmitted, the receiver must send
an ACK to the sender node to inform it that the packet found a new proxy to send it
to the destination,

Since the “time to send packet” proportional to the distance between the sender and the
receiver this will guarantee that the farthest node from the sender will send the ACK first.
Hence, this will reduce the overall number of hops between the source and destination

7. Check if there is a packet to be sent in this instance, if true go to 8, else stay in 7,

8. Broadcast the ACK in the direction of the sender, and broadcast NAS packet in the
opposite direction informing the nodes to wait until the ACK packet is fully sent,

9. For broadcasting the packet in the direction of the destination, we use the same
method as the “source node protocol” starting from step 4 to the end.
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3.6.3 Destination node state

The end of a routing process is at the destination node, which does not have
computational load. The destination nodes algorithm is about sending the ACK packet as fast
as possible to confirm the reception of the packet by its destination. The process of the
destination node’s state protocol is listed below:

1. Check if the node is the final destination; if true continue
2. Consume the packet ,
3. Create ACK packet and save it in buffer to send with delay zero.

3.6.4 ACK packet receiving state

The reception confirmation of any packet is done by sending an ACK packet
corresponding to the received packet to the sender. The concept in ROXY protocol is to move
the source virtually to be one hop distance from the destination, which is achieved by making
every relay node as a proxy for the source in the routing transmission path. The relay nodes
guarantee that they will successfully send the packet closer to the destination through the best
route possible, and it will carry the packet and retransmit it until a new intermediate node is
found or the node reaches the destination (in case of empty street). If the intermediate node
receives a retransmission of the same packet it will update the source node position and keep
searching for a route for it.

If a node is receiving an ACK packet, it will do the following:

1. Check if the node is the final destination of this ACK. If false, go to 2. If true, one
of the following actions will be taken:

A. If the node is not the original creator of the packet, then drop the packet associated
with the received ACK.

B. If the node is the “source” of the packet, then check the type of the packet. If it is a
request packet, then change the scheduled retransmission time for this packet to
guarantee reaching its final destination. If it is a reply packet, then drop the packet
from the temp-buffer.

2. Check if the node has a copy of the packet associated with the received ACK, and
drop it from the buffer.

Step 2 is the scheme the protocol takes advantage of to make the next hop selection
decision locally made by the receivers. In intermediate node state algorithm, the sending time
of the ACK packet is decided through the inverse of the distance from the intermediate node
to the sender node. Therefore, the farthest intermediate node from the sender node will be the
one that sends the ACK packet faster than the rest of the other candidates. When the receiver
nodes receive the ACK packet, they will drop the received packet associated with this sent
ACK packet, and the ACK packet sender has chosen itself as the next hop node without the
sender node interference and with minimal packet sending.
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3.7 ROXY protocol advantages and disadvantages

Advantages:

e ROXY nodes do not need to have the full map of the vehicles instead it needs only
a map for the fixed locations of the RSUs. Hence, there is no need for beacon
messages carrying information about all the nodes to all other nodes as required by
many other protocols. With this improvement, we can reduce the time overhead
lost collecting fresh information to calculate the best next hop relay node since it is
done locally. Furthermore, since the routing is beacon independent, there will be no
need for massive sending for the beacons that will affect the performance of the
emergency messages.

e There are no route discovery procedures in ROXY. Hence, this reduces the end-to-
end delay. The major concern is to reduce the time overhead. Hence, we choose the
position based routing since it removes the time wasted in finding a list of nodes to
relay the packets through. Also because of the rapid changes in topology caused by
vehicle’s speed and direction variations, the transmission’s paths are not stable and
suffer from disconnections causing reduced performance. Furthermore, in most of
the cases, destinations of the vehicles’ packets will be the RSUs. This will cause a
very high load on the chosen vehicles in the discovered path while the other nodes
will be idle. In ROXY, each vehicle decides for itself if it is good to be in the
selection process.

e The NAS message reduces the collision probability because it prevents other nodes
from sending, and avoids the hidden nodes problem while there is a node
transmitting. This is one of the main improvements in ROXY since it reduces the
time wasted in preparing the medium to send a packet by using the minimum
number of packets needed. It was proven by the simulation the superiority of the
DOT/CP over the CSMA/CD by preventing the node from interfering with the
sending. In addition, using the directed antenna combined with DOT/CP solved the
hidden node problem.

e ROXY reduces the overall number of hops between source and destination by
setting the time to send the ACK message according to equation (3.3). This will
also reduce the end-to-end delay required to send the packet.

e Distributed next hop selection and using only one packet and an ACK. This
contributes in reducing the delay.

Disadvantages:

e The extra load caused by the map updating. However, the update frequency can be
low

e Extra cost for using more network devices,

e The retransmission in case of collision will cost more time than in CSMA/CA and
equal or less than the delay if used CSMA/CD. However, the MAC used in the
proposed protocol causes rare collisions.
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3.8 Conclusion

This chapter describes the protocol we developed with all its features, covering the
physical, MAC, and network layers. In the physical layer, we used multi-network devices,
two of them use directed antenna. We also covered the channels distribution, IP addresses
acquiring and hand-over, collision avoidance, and data packets types and structures. We have
also described the developed routing protocol used by different nodes e.g. source nodes,
intermediate nodes, destination nodes and the scenario of the ACK packet reception. At the
end of the chapter, we listed the advantages and disadvantages of ROXY protocol.
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Chapter 4. Simulators

In this chapter, we will discuss the tools used in testing the protocol. To test the protocol, two
simulators were needed: SUMO [41] to simulate and generate the model of vehicles in an
urban environment, and a network simulator we developed that will be discussed in details in
further sections. In addition, two tools were used: one to transform SUMO output files to a
form that the network simulator can handle, and the other to extract the results from the trace
files created by the network simulator.

For the tools we created, we used Java Object Oriented language and Eclipse IDE to write,
test, debug and run the simulator.

4.1 SUMO (Simulation of Urban Mobility)

SUMO is an open source microscopic road traffic simulator to manually create,
automatically create, or export the road map and to generate vehicles to use in the mobility
simulation. The roads details, from the number of lanes, traffic lights positions, streets’
movement direction, road expansion or contraction, and many other options can be optimized
to make the roads more realistic. SUMO can also customize different details of vehicles, and
can create groups of vehicles to be used in mobility scenarios.

After creating the map and vehicles, the last setup we have done was to describe the
movement of the vehicles along the created streets. We used “flow” type of movement. In
this type, we create an xml file, each line in the xml file represents a mobility flow and it
contains the flow id, start and end of movement, the maximum speed the vehicles in this flow
should use, and the number of vehicles in it.

When the simulation is over, we get an xml trace file containing the mobility of each
vehicle according to time steps specified in the run command option.

4.2 Transforming Tool

After completing work with SUMO tool, we export the xml trace file to our
transforming tool to transform the single trace file to multiple text files, each file describes
the mobility of a single vehicle. We choose the text file format to have an easy and fast
readable file, to use in testing along with the network simulator trace and debug files. In
addition, if there is any need to modify the mobility files of a single vehicle in the future, e.g.
removing a vehicle, shortening its traveling path or any other change, it can be easily done.
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1 package MobilityCreater;
#import java.io.IOException;

public class MobTest {

public static wveoid main (String[] args) throws IOException,
SAXException, ParserConfigurationException{

utl440.x

L") ;

Mobility mob = new Mobility ("ex:
doNothing (mob) ;

private static void doNothing (Mobility mob) {

Figure 4.1: Mobility transforming tool's interface

The user interface is simple and limited to only inserting the xml file name. Figure 4.1
shows the interface code in Eclipse IDE window. The part “exout1440.xml” is the file we
generated from SUMO and Figure 4.2 shows a snapshot of the files generated by our
transforming tool. Each one of these files represents a vehicle’s mobility, direction, and
position as a function of to time.

 node 305.b¢
| node_306.b¢
| node 3076t
| node 3086t
| node 309.6¢
=| node_310.td
| node_311.tb¢
| node 312.t¢
= node 313.txt
| node_314.t¢
=] node 315.txt
 node 316.b¢
_ node 317.6¢
| node 318.bd
| node 319.6¢
| node 320.6¢
| node 321.bd
| node_322.0d
=] node_323.t¢
| node_324.td
| node_325.txt
| node 326.txt
| node 327.td
 node 3286
| node 329.6¢
 node 3306t
| node 331.6¢
| node 3326t
| node 333.0d
|| node_334.0d
| node_335.t¢
| node_336.txt

[E|lnode 337.6¢ | |node 360.6¢ | =|node 401t | |node 433.b¢ | —|node465.bd¢ [ —|node 497.xt | |node 520.b¢ || node 561.bdt
[|node 3386t | | node370.bd | |node 402t | |node 434bt | node 466.bd | |node 498t |- node 5306t | |node 562.bdt
|=|node 339.6¢ | |node 37l.bd | |node 403.xt | |node 4356 | |node 467.od¢ | |node 499.xt | |node 53l || node 563.bxt
| |node 340b¢ | node 372ttt | |node 404t | |node 436t | | node 468.bd¢ | |node 500t | node 532bt¢ | |node 564.bdt
| |node34lbt | node373.bd | |noded05.¢t | |node 4376t | | node 469.bd | |node 501t | node 53364 | |node 565.bdt
| node 342bd¢ | node374bt | |noded06.bd | |node 438t | | noded70bd | |node502bt | node 534.bd | node 566.bd
[ |node 343b¢ | node375.bd | |noded07.b¢ | |noded39.bd | noded7lbd | |node 5036t || node535.b¢ | node 567.bd
| |node 344b¢ || node 376.b¢ | |noded08.b¢ | |nodedd0.bxt | noded72bd | |nodeS50dbd | node 536.b¢ | node 568.bd
| |node 345b¢ | |node 377t | |noded09bt | |nodeddlid | |noded73bd | |node 5056t | node 537 || node 569.bdt
| node 346.b¢ | | node 37Bbt | |noded10bt | |node 442t | |noded7dbd | |node 5060t | | node 538bdt | node 570.bdt
| node 347b¢ | |node379.b¢ | |nodedllibd | |nodedd3bdt | node 4756t | |node 5074t | node 539t || node 571.bd
| |node 348.bd | node 380.b¢ | node 412.txt | node 4441t _ node 4766 || node_508.bet | node 540.bt || node 572.bxt
[=|node 349.6¢ |- |node 38l.bd | =|node 413t | “|node 4456t | —|noded/7.bd [ “|node 509.xt || node 54l.bd¢ |- |node 573.bdt
|-|node 350.b¢ | |node 382.b¢ | |node 414t | |node 46t |~ |node 478 | |node 510kt | node 542b¢ || node 574.bd
| |node 351t | |node 383.bd | |nodedl5Smxt | |node #47.b¢ | |node 479.b¢ | |node 511kt | node 54364 | |node 575.dt
| |node 352b¢ | node 38ttt | |nodedlbit | |node 448ttt | | node480bd | |node Sl2bt | node 544b¢ | |node 576.bdt
| |node 353b¢ | | node 385.6d¢ | |noded17.bd | |nodeddObd | |nodedBlod | |node513bd | | node 545.6¢ | node 577.bd
| node 354bd¢ | node 386.b¢ | |noded18bt | |noded50.xt | noded82td¢ | |node5ldbt | node 546.b¢ | node 578.bd
|- node 355.b¢ || node 387.b¢ | |noded419.bd¢ | |noded5lidt | |noded83.td | |node5156dt | node 547.6¢ || node 579.bd
|- node 356.b¢ | node 38B.bd | |noded420.bd | |noded52bxt | noded4B4.td | |nodeSl6bd | node M8kt | node 580.bdt
| |node 357b¢ | | node 38%.bd | |noded2lbd | |noded53bd | | node 4856t | [node 5174t | node 5496t || node 581.bd
| node 358.b¢ | | node 390.b¢ | |noded422bt | |node 454t | |node 4866t | |node 5186 | | node 550.b¢ || node 582.bd
[ node 359b¢ | node391bd | |noded423bt | |node 455ttt | |node 487.6d¢ | |node 5194kt || node 551t || node 583.bdt
|| node 360.b¢ || node_392.bt | =| node_424 bt || node_456.b¢ | node 4886t |=| node 520.xt | node 552.bt || node 584.bxt
[|node 361.6¢ | |node 393.b¢ | |node425.uxt | |noded57.bt | |node489.bd | |node 521.ixt || node 5534t || node 585.bdt
[-|node 3626¢ | |node 39%4.bt |- |node426.xt | |node 458t | |node490.od¢ [ |node 522.xt |- node 554.bdt | |node 586.bxt
|=|node 363.6¢ |~ |node 395.b¢ | |noded27.xt | |node 4596t | |node49l.d | |node 523.xt | |node 555 | |node 587.nd
| |node 364t | node396.bt | |node 428t | |noded60bt | | noded92bd | |node 524dbt | node 5566 | |node 588.bd
| |node 365.b¢ | node 397.6¢ | |noded429bt | |nodedflix | noded93.bd | |node525bd | node557.b¢ || node 589.bd
| node 366.b¢ | node 398.b¢ | |noded30.bd¢ | |nodedfltd | noded94bd | |node 5260 | node 5580t | node 590.bd
| \node 367.b¢ | node 3%9.bd | |noded3lbd | |nodedf3bd | noded95.td | |node 527t | node55%.bd | node 591.bd
[ node 368.b¢ || noded00.bd | |noded32bd | |nodedbdid | |noded96.bd | |node 528t | node 60t || node 592.bdt

|| node 593.6¢
| |node 594.b¢t
|| node 595.6¢t
| |node 596.b¢
|| node 597.b¢
|- node_598 b
| node_599 bt
| node_600 bt
| node 601 bt
| node 602 bt
| node 603 bt
|| node 604.b¢
|| node 605.6¢
|| node 606.b¢
|| node 6076t
| |node 608.b¢
|- node 609.b¢
|=-|node 610.b¢
| node 611 bt
|=|node 612t
| node 613 bt
| node 614.bd
= node 615.bd
|- |node 616.b¢t
|| node 617.6¢
[ |node 618.b¢
|| node 619.6¢
|| node 620.6¢
|| node 621 bt
|| node 622 bd
|| node 623 bt
|| node_624.bxt

Figure 4.2: Part of the file generated by the transforming tool

36




4.3 Network Simulator

We developed a new network simulator using Java Object Oriented language using Eclipse
IDE as the working environment. The simulator contains all the features needed to test and
compare ROXY with BRAVE protocols e.g. directed Wi-Fi antenna, DHCP, the ability to
obtain the IP address and change it in the run time, detailed debug system, action log system,
etc. The following sections will describe the main methods and processes used in the
simulator.

4.3.1 Simulator interface

The interface of the simulator in Figure 4.3 is used to insert the parameters for the
current run and the log type. The first four methods are used to call invoking the LOG class
to specify the way the log file is needed. There are two types of logging system. Debug log:
this type of log system saves in a text file a log about what method is running and when it
leaves this method in addition to all the actions done by the nodes. Action log: this type of log
system saves the action done by the nodes and the RSU. The Action log system is useful to
trace all transmissions, collisions, or errors carried by the nodes to help analyses and debug.
The Debug system do the same as the Action system and in addition to that, it is useful to
trace any bugs in the simulator.

1 public c¢lass RoxySimulator{

2

3e public static void main (String[] args){

4 LOG. setDebugState{false) ;

5 LOG. setDebugStepByStepState(false) ;

[ LOG. setActionLogState(false) ;

7 LOG. seftActionlogStepByStepState (false) ;

8 Simulator.setBeaconState{false) ;

9 Simulator.setTimeAddingCheckNeeded{true) ;
10 Simulator.sftartTime{1460.4) ;
11 Simulator.endTime(3513.1);
12 Simulator.NumberOfNodes{(1440) ;
13 Simulator sim = new Simulator({);
14 SimulatorApplicationContainer app = new SimulatorApplicationContainer{1l, 1440, 1, 50.4, 10);
15 Simulator.getApplicationContainer() .add{app);
16
17 sim.start{);
18 LOG. setDebugState(false) ;
19 LOG. setDebugStepByStepsState(false) ;
20 LOG. setActionlogState (false) ;
21 LOG. setActionlogStepByStepState (false) ;
22 }

Figure 4.3: Simulator interface code

The node’s position in the mobility trace files must be read according to time, and since
SUMO starts streaming the vehicles in the map vehicle by vehicle according to the number of
vehicles in the scenario and the time between every successive vehicles. For that, we need to
define the start and end time in the network simulator to prevent the simulator from starting
with empty streets. For that the methods startTime and endTime are made.
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The method NumberOfNodes is to define the number of nodes the simulator should create.
It also adds all the vehicles variables needed from different classes (e.g. IP address, MAC
address, network devices etc.). Then we create an instance of SimulatorApplicationContainer
class to specify the number of nodes that request application from the RSU, the parameters
the constructor takes are:
1. The starting node the constructor should install the application in,
2. The total number of nodes to install the application in,
3. The step between nodes to install the application on,
4. The starting time the nodes should start sending request for application from the
RSU, if the node is ready to send request (received IP from the RSU the node its
region),
5. The number of packets the node will request from the RSU.
The start method will invoke the simulator class to start simulating the protocol and keep
going until the simulation end.

4.3.2 Start method

Figure 4.4 shows a flow chart of the start method. The start method starts by creating
the nodes and RSUs and integrating the application inside the nodes. After this initialization,
a loop starts using the time as its step value. The time used is not a static step interval, but
instead, we used event-based simulator. The next time step used is reserved by the nodes to
execute an event, e.g. send an IP request, receiving a packet etc.

The simulator reserves a static tic to update the node position. We defined this time tic with
the value of one millisecond. When this tic arrives, the simulator goes to every node instance
and read the text file corresponding to this specific node, and updates the position variable of
that node.

In each round of the loop, the simulator checks all the nodes and RSUs for events that need
handling. The first method invoked by the start method that interacts with the nodes is the
creatlpRequestAndAddThemToBufferToBeSentLater. This method checks the nodes if they need
new IP address, if true the method creates IP address request then saves it in the sending-
buffer. The second method to execute is checkForRelayPacketsToBeConsumed for the RSUs.
This method checks if any node received a packet successfully or a collision occurred, and
handle the event accordingly. Then, a similar method is executed for the nodes as well. Then
the start method invokes three other methods to check if there is an ACK or any other type of
packets to be sent from send-buffer or temp-buffer for both nodes and RSUs. The simulator
keeps looping until the end-time specified in the simulator interface is reached.

4.3.3 IP address request packet creation

The process of creating IP address and saving it in the sending-buffer is done using two
methods. Figure 4.5 shows the process for a single node. The first method the simulator uses
to check and prepare for creating IP address packet is setVariablesForlpRequests. This method
checks all the nodes for one of two cases. The first is if they need IP address (the node just
entered the simulation and needs IP). The second case is when the nodes have an IP but
reached the zone the coming RSU. If one of these cases is true, the method set all the node
variables to need new IP address. According to the node’s position, if the node is in RSU
range, it will set the variable responsible for the type of sending to send the request directly to
the RSU so no multi-hop process is needed. If the node is out of the RSU range, the variable
will be set to use routing process.
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When the start method invokes the create IP request method, the start method checks the
nodes’ variable dedicated for the IP request part set in the setVariablesForlpRequests
method. If the node needs IP, the method will create an IP request packet and fill the header
using the nodes positions and the information in the variables responsible for the type, and
save the IP request packet in the buffer according to the protocol used.
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Figure 4.4: Main process of the start method
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Figure 4.5: IP request creating process

4.3.4 Transmission method

This method searches in the sending buffer for packets to send according to sending
time and priority, then sends the packet with respect to the protocol used in Figure 4.6. The
first step done in sending packet process for both ROXY and BRAVE is to loop through all
the nodes and check if there are packets to send in the send-buffer. If any is found, it selects
from the packets that their time-to-send is equal to or less than the current time. Then from
these packets, the method chooses the packet with the highest priority according to the used

protocol’s priority system.

After selecting a packet, sending preparation checks are made. The method calls another

method checklfNodelsReadyToSendUsingRearDevice to check the following
1. Is the node we are checking is still in the simulator,
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2. Is the medium is clear to send in,
3. Is the network device busy to send,
4. s the network device allowed to send,

This method returns two values. The first value this method returns is a Boolean value
representing the state of the network device if ready or not. If the device is not ready, the
second value come in use, which is a double value, representing the time the device will be
free in. If the node is not ready to send, the method changes the sending time to the new one,
returns it to the send-buffer, and continues to the next node.

To send the packet, the method creates a delivery package to be sent to the receivers
containing

e The Packet,

e The device ID used to be freed when the transmission ends,

e Transmission ending time to inform the receiver when it is ready to consume the

packet,

e The ID of the sending node to free its device

The method checks if the node is ready to send in the opposite direction to send the
NAS packet through. Then it creates a new NAS packet and inserts it in a sending package,
and uses the same procedure to send the normal packet.

The simulator uses a text file for each street to represent the seven channels medium to
write in it the sending information. In order for the nodes to know the channel’s state if it is
clear to send or not, there should be an entity representing the transmission medium. Hence,
we used a text file for each street. Whenever a node starts to send, it calls RoutingProtocol
class and invokes the sendPacket method to open the text file for the street it is in, and writes
the following:

Transmission starting and ending time,
Transmission start and end position,
Transmission direction,

Sending node ID

Channel used in transmission,

Edge (street side) the node in.

ouhkwndE
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Figure 4.6: Packet sending process

After checking the node for readiness, it calls the method sendPacket to transmit the packet
in the medium in the Node class. This method sets the network device to busy, and sets the
time it will free the device in. Then, it calls the sendPacket in the routing protocol to write the
sending information in the medium log file.

Now after everything is set, the method starts delivering the packet to the receivers. This
part of the method starts by a loop to check all the nodes in the simulation about the
following:

1. Is the node in the simulation,
2. Is the node in the same street as the sender is,
3. Is the node using the same channel as the sender,
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4. Is the network device associated with this transmission clear to receive. If the
device is busy receiving from another source, the method will set collision
occurred in this device, and both packets will be dropped. The collision will be
registered to the collision tracing system,

5. Is the node in the transmission range.

The first four checks are done by a separated method called isNodeGoodToReceive for
reusability.

If all these checks were true, then the method saves the transmitted package in its
receiving-buffer to be consumed when the transmission ends, and sets the node variables as
follow:

1. Set the device associated with the transmission busy,

2. Set the time to free the device to the time to finish the transmission,

3. Set the device not allowed to send and the time to allow sending,

When the transmission is over, the original packet is either removed from the send-buffer,
or removed from the send-buffer to the temp-buffer if needed further retransmission
according to the protocol used.

4.3.5 CheckForRelayPacketsToBeConsumed method

This method is responsible for checking if any node has a packet in the receiving buffer
and needs to be processed. The start method calls this method every time tic to check if there
is a RSU or a node with a packet in its receive-buffer to handle the packet received, and to
drop the packet if there is a collision occurred.

The method starts by checking if the node’s network device suffered from a collision. The
method checks if there were a collision occurred to the network device to drop the packet
received from the receive-buffer. The method will set the device to (clear-to-receive) state
only when the transmission or the collision is finished.

The next step is to import and process the packet received according to the protocol used to
drop it, retransmit it, consume it and change the node’s IP address, update the trace system,
create ACK or RESPOND packet, or create another type of packets. Then clear the receive-
buffer and change the network state to clear to receive.

4.3.6 Tracing system

We created five types of tracing systems for debugging and result outputs.
4.3.6.1 LOG trace system

To be sure the simulator is running correctly and the outputs are reliable we used the
LOG class with two type of logging system. One to state all the actions done by the simulator.
This includes what method we entered or returned from, and any action done in the method
running, and any action done by the nodes and RSUs we see it needs to trace. The second one
is the ACTION log system that traces the actions done by the nodes and RSUs we see it needs
to trace. The output of the log system is saved in a text file. Figure 4.7 shows the code used
for the debug type in the LOG class.
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public static void DEBUG(String str) {
BufferedReader stdin = new BufferedReader (new InputStreamReader (System.in));
if (LOG.isDebugon() ) {
PrintWriter outPutFile = openTheFile("C:\\trac
8 outPutFile.println(str);
g System.cut.println(str);
0 outPutFile.close():
41 if (LOG. isDebugStepByStepon()) {

4
I NI -

m
(4]

ystem\\Log\\debug fil

P L L0 L0 Lo

42 try {

43 stdin.readLine () ;

44 } catch (IOException e) {

45 System.out.println("error in log method");

46 e.printStackTrace ()’

Figure 4.7: Debug method in LOG class

4.3.6.2 IP trace system

To trace the IP addresses received by the nodes and the IP request packets sent to receive
this new IP, we created a trace system to trace only the IP acquisition. Whenever a node
sends an IP request packet, it increments a counter for the number of IP requests sent. After
the new IP is received, a process starts to create a text file with the following information:

1. The node’s ID,

2. The time the first IP request is sent,

3. The time the new IP is received,

4. The delay to receive the new IP,

5. The number of retransmissions of the IP request.

The text file named with the ID of the node in a folder named “IpRequest” for easy access
and reading.
4.3.6.3 Collision trace system

This tracing system saves a line of text in the collision trace file containing the
following:

1. The node ID causing the collision,
2. The node ID having the collision,
3. The device suffered the collision for ROXY protocol,
4. The time the collision occurred in.
Every time a collision occurs, the collision trace method in the LOG class opens the
collision file in the collision folder and writes the collision information in it.
4.3.6.4 Application trace system

Application tracing system creates two types of output files: one is for every node
named after the node ID and its contents is shown in Figure 4.8.
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node 1190 start time 1.4604384869199998E9 number of packets needed 10

paket 1d 0 last packet came time 0.0 this packet came time 1.4620046553600001E9 with delay from last packet 1566168.4400002956

paket id 1 last packet came time 1.4620046553600001E9 this packet came time 1.4620714893600001E9 with delay from last packet 66834.0
paket id 2 last packet came time 1.4620714893600001E9 this packet came time 1.4621383233600001E9 with delay from last packet 66834.0
paket id 3 last packet came time 1.4621383233600001E9 this packet came time 1.4622051573600001E9 with delay from last packet 66834.0
paket id 4 last packet came time 1.4622051573600001E9 this packet came time 1.4622719836200001E9 with delay from last packet
66826.25999999046

paket id 5 last packet came time 1.4622719836200001E9 this packet came time 1.4623388106200001E9 with delay from last packet 66827.0
paket id 6 last packet came time 1.4623388106200001E9 this packet came time 1.4624056356200001E9 with delay from last packet 66825.0
paket id 7 last packet came time 1.4624056356200001E9 this packet came time 1.4624724696200001E9 with delay from last packet 66834.0
paket id 8 last packet came time 1.4624724696200001E9 this packet came time 1.46253929448E9 with delay from last packet
66824.8599998951

paket id 9 last packet came time 1.46253929448E9 this packet came time 1.4626061206200001E9 with delay from last packet
66826.1400001049

Application fully recived and its full trace deta is

Start Time = 1.4604384869199998E9

End Time = 1.4626061206200001E9

total time = 2167633.700000286

Average delay between packet = 73904.57470363384

Figure 4.8: Application trace file for a specific node

The other output file contains two columns: one representing the number of application
packets requested by the nodes from the RSUs, the second column represents the number of
application packets received by the nodes from the RSUs.
4.3.6.5 Total IP delay trace system

The output file of this system contains three columns: one represents the overall IP request
sent, the second column represents the number of IP addresses received by the nodes, and the
last column is to show the average time delay suffered from all the nodes received IP address.

4.4 Result extracting tool
The last set of tools we used are number of small programs to go through the trace files and

extract the average time delay for IP acquisition and application packet receiving, and bitrate
experienced by the nodes.
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Chapter 5. Simulations & Results

In this chapter, we will discuss the results obtained using the tools described in the
previous chapter. We will start by stating the scenario used in simulation and the parameters
used, and lastly we will state the results and compare it to BRAVE routing protocol [14].

5.1 Simulation of Vehicle’s Mobility

We created a simple map consisting of one 2000m two way street. Then we feed the
map with six vehicles streams, each one inserts 100 vehicles in the street to make it 600 in
total. The streams of vehicles will be inserted gradually in the system. Hence, we start our
network simulation on 133 second from the start of the streams feed. The RSUs will be
installed in both intersections. Figure 5.1 shows the map and the density of vehicles in
different positions.

NSy

Om 100m
L1

Figure 5.1: The simulator environment topology used. A, B, C are snapshots of the left,
middle, and right sides of the street respectively

5.2 Simulation of the Network

Packets are transmitted in the network when the vehicles moving in the street reache
steady state. We considered the worst-case scenario, where all the vehicles need IP addresses.
The vehicles ask for IP addresses whenever they enter a threshold position for a new RSU (in
this case, the midpoint between consecutive RSU’s). The simulation included 600 vehicles.
We tested the cases where (10, 50, 150, 250, and 600) vehicles request application packets
from the RSUs after obtaining the IP address. We assume that the nodes request 10
applications packets from the RSUs after obtaining their IPs. We simulate the algorithm and
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see its efficiency against these densities. We assume that the RSUs can use the seven
channels simultaneously.

We assume that vehicles are equipped with two directed antennas and an Omni-directional
antenna for the CCH, and all the vehicles and RSUs have a unified transmission range of
300m. Table 5.1 summarizes the used simulation parameters.

We made two types of tests. The first type is for ROXY alone to show the effect of
incrementing the application requests and reply transmissions on the collisions, number of
packets received successfully by the destinations, and time delays. The second type is to
compare our work with BRAVE routing protocol.

Table 5.1: list of simulation parameters

Parameter Value

Application Packet Size 200kb

Number of Vehicles Request 10, 50, 150, 250, and 600
Application

Active Vehicles 1146

Transmission range 300m

Transmission rate 6 Mbps

We choose BRAVE routing protocol for the similarity in using geographic forwarding,
opportunistic next hop selection, and beacon-less routing scheme. We will examine the
average time delay for the IP acquiring, the application packets received, average time delay
for acquiring all the application packets needed, number of collisions, and the average bit rate
the vehicle actually experiences while receiving the application packets.

5.3 Results

The results will be listed in two parts, one for ROXY alone and the second part will be
the comparison between ROXY and BRAVE protocols.

5.3.1 ROXY results

We will study the effect of increasing application packets requests on the system
performance. The result will be divided to three categories IP addresses, application packets
acquisition, and number of collisions

5.3.1.1 IP address results

In this part, we will show the number of nodes that successfully received IP addresses
directly or by using routing scheme, and the time delay they suffered to receive them.

Figure 5.2 shows the number of vehicles that received IP addresses from the RSUs directly
without the need for routing since these vehicles are in the RSU transmission range for the
five different runs.
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Figure 5.2: Number of vehicles received IP addresses directly from the RSU
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Figure 5.3: Number of vehicles received IP addresses using routing from the RSU

Figure 5.3 shows the number of vehicles that received IP addresses using multi-hop
scheme since they are out of the RSU range. In both figures, we noticed the expected
decrease in IP addresses received for the same duration because of the increase in
transmission of application packets. We didn’t use a scheme to distribute and install the
application request in vehicles according to their location in the map but according to their id,
that lead to increase the transmission density in one place which in turn increased the delay
slightly, which explains the abnormality in the second run.

Figure 5.4 shows the average time delay the node experiences to acquire the new IP
addresses they request from the RSUs directly without the need for routing for the different
runs related to Figure 5.2.
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Figure 5.4: Average time delay the node experienced while directly receiving the IP
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Figure 5.5: Average time delay the node experienced while receiving the IP addresses
using routing

The nodes outside the RSUs transmission range received their IP addresses through routing
mentioned in Figure 5.3, suffered from larger time delays than the vehicles received them
directly, as shown in Figure 5.5.

5.3.1.2 Application results

Here we will show the number of application packets received through routing or
directly from the RSUs, the average time delay they suffered from to receive the application
packets, and the data bit-rate the vehicles experienced while receiving the application
packets.
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Figure 5.6: Number of application packets received by the vehicles directly

First, the number of application packets received directly from the RSUs for the run
duration we used across the five runs is shown in Figure 5.6. Figure 5.7 shows the number of
vehicles that received application packets using multi-hop. The first column equals zero
because all the nodes requesting application in that run are inside the RSUs transmission
range.
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Figure 5.7: Number of application packets received by the vehicles using routing

Figure 5.8 and Figure 5.9 show the average time delay the vehicles suffered from to
receive their application packets related to Figure 5.6 and Figure 5.7 respectively. As
expected the time delay increases with the increase of transmission density in the system. For
the first column in Figure 5.9, it is not available since there are no packets received using
routing to calculate delay for it.
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Figure 5.9: Average time delay to receive the application packets using routing from the
RSUs

The last part of the application results section is to show the average data bit-rate the
vehicle experienced while receiving their application packets directly and using routing
scheme shown respectively in Figure 5.10 and Figure 5.11. The bit rate used in the test
simulation is 6 Mbps.
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Figure 5.11: Data bit-rate vehicles experiences receiving the application packets using
routing

5.3.1.3 Collision results

The last test result we acquired is the number of collisions occurred during the test run
of the simulation which is shown in Figure 5.12. After studying collisions occurred, most of
the collisions are grouped in two types: first type is made by the RSUs to the nodes inside the
RSU’s range receiving a packet from a node inside the RSU’s range intended to the nodes
outside the RSU’s range which we permitted since it does not affect the transmission system
and it gives a slight improvement to the RSU transmission time delay. The second type of
collisions is caused by nodes changed the channel they used according to the new IP address
received, and this node did not receive the present NAS packet, and since the node have
packets in its send-buffer it starts sending the packet and NAS packet as stated in the protocol
which caused this type of collisions.
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Figure 5.12: Collision occurred in the simulation

5.3.2 ROXY and BRAVE comparison

In this section, we will compare ROXY protocol to a BRAVE routing protocol due to
the similarity between them. We will show the results in three categories: IP, application, and
collision results.

5.3.2.1 IP addresses results

In this section, we will compare the number of IP addresses received to show the
improvement using ROXY and the new collision avoidance protocol (DOT/CP). From
Figure 5.13 we notice the improvement compared to BRAVE protocol.
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Figure 5.13: Number of IP packets per-second the vehicles received
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5.3.2.2 Application results

For the application, we will compare the data bit-rate the application reply packet were
received with. Table 5.2 shows the data bit-rate the nodes received the application reply
packets with and the improvements compared to BRAVE protocol. The (N/A) part in first run
(10) all the vehicles ordered applications where inside the RSUs transmission range, while in
the remaining runs BRAVE protocol failed to receive application reply packets due to the
high collision rate in the multi-hop reception case.

Table 5.2: The data bit-rate the vehicles received the application reply packets with

Run Protocol Data bitrate (Mbps)
Directly Using routing

10 ROXY 5.69 N/A
BRAVE 3.28 N/A

50 ROXY 5.69 2.81
BRAVE 3.73 N/A

150 ROXY 5.04 1.61
BRAVE 2.46 N/A

600 ROXY 3.71 0.78
BRAVE 1.24 N/A

5.3.2.3 Collision results

This section shows the improvement in the number of collisions of the new collision
avoidance compared to CSMA/CD. Figure 5.14 shows huge difference in the number of
collisions occurred for both protocols, which shows that the normal methods to detect
collisions are not good enough to meet the emergency time limitation, and it can lead to
system failure.
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Figure 5.14: Number of collision occurred during the different simulation runs
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5.4 Conclusion

This chapter lists the results extracted from simulating ROXY protocol and BRAVE
protocol in a loaded system to prove the improvement gained by using ROXY. The results
show that the protocol can stay functional even with the increase of the network traffic load,
and the major reduction in the number of collisions compared to the results gained using
CSMA/CD. We have also shown the improvement in the network throughput by using
ROXY.
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Chapter 6. Conclusion and Future Work

In this thesis, we proposed “Receiver as Proxy” routing protocol (ROXY) for Vehicular
Ad-hoc Networks (VANETS) in high densities urban areas. ROXY is a beacon free protocol.
We developed algorithms in ROXY to effectively use the available resources e.g. the
transmission medium and the channels. ROXY reduces the time overhead while sending
packets, and it increases the throughput compared to other protocols, especially in high
density scenarios.

We show how choosing the next hop in an efficient way can improve the system overall
efficiency. We worked on lowering the load on the sending node by creating a self-organized
system without the need for a predetermined next hop node. The receivers elect the least cost
node in a distributed fashion. In this work, cost is represented as the hop count, which can be
mapped to the time delay required in relaying packets.

The thesis proposed a new collision avoidance protocol called DOT/CP (Denial Of
Transmission with Collision Prevention), which is suitable for the directional antennas
installed in the front and back of each vehicle. The new protocol proved, through simulations,
its ability to reduce the collision significantly.

To simulate the protocol and test its efficiency, we created a new VANET simulator using
JAVA to evaluate this work. The new simulator works smoothly with SUMO vehicles
mobility tool.

We compared our work with previous beacon free routing protocol called BRAVE routing
protocol and the simulation shows large improvements in average time delay for both the IP
and application packets. Moreover, it outperformed BRAVE in the number of collisions
occurred, and the actual amount of vehicle received IP and application packets.

To gain more benefits further improvement to ROXY will increase the efficiency. During
the development of ROXY protocol we focus on technics to lower the overheads in crowded
areas for the SCH, and did not focused on the low density or local maximum problems. More
studies and researches is needed to get better results in these cases e.g. the RSU announce the
streets that suffer from disconnections, the nodes in these streets do not accept to receive the
packets while receiving them in the intersections and leave the nodes in other streets to be the
proxy for it, or by adding hybrid connections technics for streets with low densities or
suffering from local maximum. Further simulation is needed to gain more results for more
complex scenarios in large maps and various situations e.g. accidents or blocked roads during
runtime.
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